Origins of chemical pollution derived from Mid-Atlantic aircraft profiles using a clustering technique
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Abstract

Upwind sources of NOₓ and SO₂ play a crucial role in the amount of O₃ and aerosols in the lower troposphere in the Mid-Atlantic US. This paper describes a novel method of clustering trace gas and aerosol profiles allowing for the quantification of the relationship between point sources and pollution levels. This improves our understanding of pollution origins and has the potential for prediction of episodes of poor air quality. A hierarchical clustering method was used to classify distinct chemical and meteorological events from over 200 aircraft vertical profiles in the lower troposphere. Profile measurements included O₃, SO₂, CO and particle scattering from June to August 1997–2003, in the Mid-Atlantic US (mostly in Maryland, Pennsylvania and Virginia). The clustering technique could discriminate distinct profile shapes including measurements made during the 2002 Canadian forest fires. Forty-eight-hour back trajectories were run for each profile and the integrated NOₓ and SO₂ point source emissions encountered by each trajectory were calculated using data from the EPA Clean Air Market Division’s emissions database. There was a strong correlation between integrated NOₓ emissions and O₃ profiles, indicating that O₃ profiles are strongly influenced by and can be predicted with point source emissions. There is a prevalent concentration of SO₂ over the eastern US with mixing ratios decreasing smoothly from about 3.5 ppb near the surface to 0.2 ppb at 2400 m.
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1. Introduction

Understanding meteorological and emission influences on the vertical distribution of trace gases and aerosols can improve the modeling and prediction of pollution events. The goal of this paper is to cluster profiles of O₃, SO₂ and aerosol scattering (based on the profile shape and mixing ratio or scattering coefficient) and describe how meteorological variables and emissions may influence the different clusters. Previous studies (Dorling et al., 1992a, b; Lee et al., 1994; Moy et al., 1994; Dorling
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and Davies, 1995; Moody et al., 1995, 1998; Harris and Oltmans, 1997; Brankov et al., 1998; Cape et al., 2000; Eneroth et al., 2003; Berto et al., 2004; Jorba et al., 2004; Russell et al., 2004; Taubman et al., 2006) were devoted to clustering back trajectories to describe meteorological patterns associated with different trace gas and aerosol values. Moy et al. (1994), Brankov et al. (1998), and Taubman et al. (2006) were able to use back trajectory clusters to describe meteorological patterns associated with smog events. The converse of this method, clustering O$_3$ profiles to identify different transport patterns, has been applied to ozonesonde and aircraft data (Diab et al., 2003, 2004; Colette and Gerard, 2005; Colette et al., 2005).

Models used to predict O$_3$ and PM$_{2.5}$ (the mass concentration of fine aerosol with aerodynamic diameter $< 2.5 \mu m$) levels have limited ability to describe lower tropospheric transport within the planetary boundary layer (Seigneur, 2001; Mebust et al., 2003; Zhang et al., 2004; Hodzic et al., 2005). There is inadequate information on the planetary boundary layer distribution of trace gases and aerosols to improve the models. The University of Maryland has conducted summertime aircraft measurement campaigns over the Mid-Atlantic region since 1996 to gain a better understanding of the chemistry and dynamics of the lower troposphere. Species measured aboard the University of Maryland research aircraft include O$_3$, SO$_2$, CO, particle absorption at 565 nm, and total particle scattering at 450, 550, and 700 nm as well as geographic position, static pressure, temperature and relative humidity. For brevity, this paper presents results for O$_3$, SO$_2$ and particle scattering measurements. Results from CO and absorption measurements are presented in Hains (2007). Measurements of O$_3$, pressure, temperature and relative humidity have been made aboard the aircraft since 1997, CO measurements have been made since 1999, SO$_2$ and particle absorption measurements have been made since 2000 and particle scattering measurements have been made since 2001.

Previous studies (Hennigan et al., 2006; Taubman et al., 2006) found that aircraft profiles with large values of O$_3$, SO$_2$ and sulfate were associated with back trajectories that crossed over regions of the Ohio River Valley (where numerous coal fired power plants are located). Other studies have found significant reductions in O$_3$ resulting from the EPA’s NO$_x$ SIP (State Implementation Plan) call (Gego et al., 2008) and from the North American electrical blackout on 14 August 2003 (Marufu et al., 2004). Hu et al. (2006) performed a modeling study of the North American electrical blackout but did not find significant reductions in O$_3$.

To understand the influence of meteorology and emissions on trace gases and aerosols in the lower troposphere, vertical profiles of the species have been clustered by shape and absolute value (calculated from differences in mixing ratio or scattering coefficients). Taubman et al. (2006) grouped 48 h back trajectories associated with 550 of the University of Maryland profiles into eight distinct meteorological regimes and used these clusters of back trajectories to describe differences among morning and afternoon profiles of O$_3$, SO$_2$, CO, particle scattering, Ångström exponent, and particle absorption. The Ångström exponent ($\alpha$) represents the relative size of particles and was calculated using:

$$
a = \frac{\log(\sigma_{450}) - \log(\sigma_{700})}{\log(450) - \log(700)}. \quad (1)
$$

Here $\sigma_{450}$ and $\sigma_{700}$ are the scattering coefficients at 450 and 700 nm, respectively. The present study introduces a method for clustering profiles by similarities among the mixing ratios or scattering coefficients. This allows for separation of profiles based on small-scale structure and these differences can be partially attributed to emissions. A quantitative method to relate pollution profiles to their sources will be presented in Section 3. A subset of the profiles analyzed by Taubman et al. (2006) is analyzed in this study. Clustering results from O$_3$, SO$_2$, and scattering are presented in this paper and clustering results from CO, absorption and Ångström exponent are presented in Hains (2007).

To explain the effects of emissions on particle scattering it is necessary to account for the effects of relative humidity. Day et al. (2000), Day and Malm (2001), Kotchenruther et al. (1999), Malm et al. (2000a,b, 2003) and Malm and Day (2001), have described some of the effects of relative humidity on particle scattering.

Statistics of SO$_2$ profiles analyzed in this paper have been presented in Taubman et al. (2006). The shape of the SO$_2$ profile shows a peak near the surface that decreases smoothly aloft. This shape can be explained by a source near the surface and a major sink near the top of the planetary boundary layer (reaction with peroxides in fair weather cumulus clouds) as described in Marufu et al.
(2005). We compared profiles measured during the INTEX-NA aircraft intensive (Hennigan et al., 2006) with our SO$_2$ measurements for similar locations and found similar SO$_2$ profile shapes and mixing ratios.

2. Observations

2.1. Aircraft instrumentation and back trajectory analysis

Details of the University of Maryland research aircraft and instruments onboard the aircraft are described in Taubman et al. (2004a, b) and will be briefly summarized here. The research aircraft is a twin engine Piper Aztec outfitted for atmospheric research. O$_3$ was measured with a commercial ultraviolet photometric analyzer (TEI Model 49). CO was measured with a commercial non-dispersive infrared gas filter correlation analyzer (TEI Model 48) with modifications described by Dickerson and Delany (1988). SO$_2$ was measured with a modified (Luke, 1997) pulsed fluorescence detector (TEI Model 43C). Trace gas measurements were recorded every 10 s and 1 min running averages were used in this study. Particle light scattering was measured with a three wavelength (450, 550, and 700 nm) integrating nephelometer (TSI Model 3563), with corrections subsequently made to the raw measurements (Anderson et al., 1999, 1996; Anderson and Ogren, 1998; Taubman et al., 2004a, b). Particle light scattering measurements were recorded every 30 s. Descriptions of the instrument and corrections made to measurements are described in Taubman et al. (2004a, b). The scattering measurements were made after the sample airflow was dried from ambient conditions to an RH of <20%. A growth factor $F(RH)$ was used to account for hydrosopic particle growth. The growth factor $F(RH)$ is the ratio of ambient light scattering $\sigma_{sp}(\lambda$, RH) to dry light scattering $\sigma_{sp}(\text{ref})$:

$$F(RH) = \frac{\sigma_{sp}(\lambda, RH)}{\sigma_{sp}(\text{ref})}. \quad (2)$$

The growth factor was calculated using the following relationship between particle scattering coefficients at two values of RH:

$$\frac{\sigma_{sp}(\lambda, RH)}{\sigma_{sp}(\text{ref})} = \left[ \frac{1 - RH_{amb}}{1 - RH_{ref}} \right]^{-\gamma}. \quad (3)$$

Here $RH_{amb}$ is the ambient RH, $RH_{ref}$ is the RH inside the nephelometer and $\gamma$ is an empirically derived constant. The constant $\gamma$ was estimated to be 0.35 as per Remer et al. (1997) due to similarities of the sampling platforms and regions of the studies.

Latitude and longitude were measured with a Garmin GPS-90, static pressure with a Rosemount Model 2008 pressure transducer, and temperature and relative humidity were measured with a Rustrak RR2-252 probe using a thermistor and capacitive thin film, respectively.

Flights analyzed in this paper were conducted from June to August 1997–2003 in the Mid-Atlantic region from 35.2°N to 44.5°N and 68.4°W to 81.6°W. Fig. 1 shows the locations of spirals as well as the number of profiles made at each location. Over 50% of spirals were made in Maryland, Virginia and Pennsylvania. All flights were made on days when smog events were forecast. Flights were made between small regional airports with spirals made over the airports from the surface to roughly 3 km above sea level. Spirals were completed within 30 min at a vertical climb rate of 100 m min$^{-1}$. The SO$_2$ instrument was zeroed at the bottom and top of every spiral made. The SO$_2$ data was zero corrected during data processing. Flight patterns were generally chosen to capture transport of pollutants to locations downwind of urban locations, thus flights conducted in the morning (before 12 noon EST) were typically upwind of urban areas in the Mid-Atlantic, while flights conducted in the afternoon (after 12 noon EST) were typically downwind of urban locations (mainly the Baltimore, Washington and Philadelphia metropolitan areas). Most of the flights were conducted in mid morning or mid afternoon, with 42% of the spirals made within ± 2 h of 9:30 h EST and 38% of flights made within ± 2 h of 14:30 h EST.

Fig. 2a–c shows the temperature, potential temperature and water vapor mixing ratio measured during all flights analyzed in this paper. These profiles were sorted into morning and afternoon flights, where morning flights were made before 12 noon EST and afternoon flights were made after 12 noon EST. The morning potential temperature profile shows instability from the surface to 300 m but general stability up to 800 m. The water vapor mixing ratio decreases constantly throughout the morning profile. The profiles of potential temperature and water vapor mixing ratio suggest that the morning median boundary layer top is around 300 m. The afternoon temperature profile shows evidence of subsidence inversions at 2400 and 2800 m. The afternoon potential temperature shows...
greater instability than the morning profile up to 1100 m. The median water vapor mixing ratio reflects the well-mixed boundary layer that rose to 800–1600 m in the afternoon.

Back trajectories were calculated using the NOAA Air Resources Laboratory (ARL) HYbrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model (Version 4) (Draxler and Rolph, 2003, http://www.arl.noaa.gov/ready/hysplit4.html) and 80 km Eta Data Assimilation System (EDAS) 3-hourly archive data. Two-day back trajectories were calculated for each spiral, ending at an altitude of 250, 500, 750 and 1000 m, at the latitude and longitude of the spiral and at the time the spiral was made.

2.2. Cluster analysis

Statistical cluster analysis involves determining the differences between the objects being analyzed, and clustering those objects with the smallest differences. Taubman et al. (2006) examined statistics for the entire dataset and showed median profiles and the statistical spread around those profiles for O₃, SO₂, CO, single scattering albedo, and ζ. The trace gases showed distinctive profiles; for example, most of the SO₂ was found below 500 m throughout the day, while O₃ was most concentrated above 500 m in the morning and was more uniform from the surface to 2000 m in the afternoon (the largest values in the profile were found near the 1100 m level).

For this work, the raw data were averaged into altitude layers of 100 m (gases) or 200 m (aerosols) and then the layers were grouped into bins shown in Table 1. Typically six trace gas measurements were averaged in each 100 m layer and six aerosol scattering measurements were averaged in each 200 m layer (the number of measurements averaged in a layer depended on the sampling rate and aircraft ascent or descent speed, described in Section 2.1). Not all of the profiles described by Taubman et al. (2006) have been used for this analysis. For this study it was necessary to use the profiles that covered the full altitude range between 150 and 2450 m. Therefore, only profiles that met this criterion were analyzed. Typically, when back trajectories are clustered the Euclidian distance is
used to determine the difference between each pair of back trajectories (Cape et al., 2000; Taubman et al., 2006). In this analysis we calculate the difference between pairs of chemical profiles so we must account for differences in shape and mixing ratios (or scattering coefficients). The slope and correlation of the points in each pair of profiles under comparison were considered as well as the total difference in mixing ratio (or scattering coefficient) between the two profiles within each bucket.

Table 1
Altitude bins for trace gases and aerosols used in Eq. (1)

<table>
<thead>
<tr>
<th>$k$ bin</th>
<th>Altitude bins for trace gases (m)</th>
<th>No. of layers in bin ($n_k$)</th>
<th>Altitude bins for aerosols (m)</th>
<th>No. of layers in bin ($n_k$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>151–650</td>
<td>5</td>
<td>100–900</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>651–1150</td>
<td>5</td>
<td>901–1700</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>1151–1650</td>
<td>5</td>
<td>1701–2500</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1651–2450</td>
<td>8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. The median (a) temperature, (b) potential temperature and (c) water mixing ratio for morning (blue) and afternoon (pink) profiles. The error bars represent the 25th and 75th percentiles. The number in parentheses is the number of profiles used to obtain the median.
altitude bin. The following equation was used to calculate the differences among the aircraft profiles:

\[
D_{ij} = \sum_{k=1}^{k=4} \left\{ \left( \sum_{a=n_{k}}^{a=n} \text{abs}(c_{ia} - c_{ja}) \right)^2 (1 + [1 - r]) + [1 - \exp(- (s - 1)^2)] \right\}.
\]  

(4)

Here \(k\) is the index for the four different altitude bins for the profiles and \(a\) is the index for the \(n_{k}\) layers within the \(k\)th bin (Table 1). The species mixing ratio (or scattering coefficient) is represented by \(c\) for the \(i\)th and \(j\)th profile. In each altitude bin, \(k\), there are at least four layers of trace gas or aerosol data. A regression was made to obtain the slope, \(s\), and the correlation coefficient, \(r\), for each pair of profiles using the mixing ratio (or scattering coefficient) within the \(k\) bins. The difference, \(D_{ij}\), between two pairs of profiles represents the total difference between the mixing ratios (or scattering coefficients) at each altitude of the profile, as well as how much the slope and correlation coefficient deviate from unity. The first part of Eq. (4) determines the square of the sum of the differences between values at each altitude bin, \(k\). The second part of the equation multiplies the difference by one plus differences associated with the correlation and slope. When the correlation is small or negative the profiles are very different and the \(1-r\) portion increases, which increases the total difference \(D_{ij}\). As the correlation coefficient approaches unity the \(1-r\) portion approaches zero, and this decreases the total difference \(D_{ij}\). The exponent of the slope portion is used to account for the slope between the pairs of profiles. A slope near unity suggests that the profiles are similar and thus should add little to the total difference. The exponent of the slope was used to guarantee that slopes much different from unity will make the exponential term small and thus increase the total difference. Once the difference between each pair of profiles has been calculated, the profiles with the smallest differences are clustered. These profile differences \((D_{ij})\) were clustered with a hierarchical clustering algorithm in Matlab that generates cluster trees using an average linkage method. The optimal number of clusters was chosen using techniques described by Taubman et al. (2006). For this analysis profiles made in the morning and afternoon were analyzed together, so that clusters contain both morning and afternoon profiles.

3. Results

3.1. Ozone

Fig. 3 shows the median profiles for each of the six \(O_3\) clusters calculated in the above manner.

---

Fig. 3. \(O_3\) profiles for each cluster. The median is shown with the solid line and error bars represent the 25th and 75th percentiles. The number of profiles in each cluster is shown in parentheses in the key. Clusters 1 and 2 show the smallest \(O_3\) values, while Clusters 3–5 show the largest. Cluster 6 profiles were made when air parcels from Canadian forest fires traveled to the Mid-Atlantic region and the peak above 2 km shows their influence.
(a total of 232 O₃ profiles were analyzed). Cluster 6 has very large values of O₃ measured above 2000 m. There are only two profiles in this cluster and they were made on 8 and 9 July 2002 when smoke from Canadian forest fires entered the Mid-Atlantic region (Colarco et al., 2004; Taubman et al., 2004a). Transported O₃ can be seen in the peak (of over 150 ppb) above 2 km.

Back trajectories ending at 1000 m were examined to determine source regions and transport patterns for each cluster. Hains (2007) provides details on this analysis. Profiles from Clusters 3–5 had large O₃ values and their associated back trajectories show passage over the Northern Ohio River Valley, where there is a higher concentration of NOₓ sources. Taubman et al. (2006) found a similar relationship between back trajectories concentrated over the Northern Ohio River Valley and large mixing ratios of O₃ and suggested that the large concentration of power plants in this region contributes to the O₃ in the Mid-Atlantic region. The back trajectories for Clusters 3–5 also show larger densities around the I-95 corridor, which is suggestive of stagnation events that lead to higher O₃ values. Cluster 2 has back trajectories that pass over the Atlantic Ocean, which may explain the smaller O₃ values associated with this cluster. Cluster 1, with the second smallest O₃ values, has a column content that is 18% smaller than that of Cluster 3, even though the back trajectories associated with Cluster 1 are similar to those of Cluster 3. To address this discrepancy, the integrated NOₓ point source emissions along the back trajectories were examined.

The NOₓ emissions were integrated along each back trajectory to examine the impact of upwind emissions on O₃ mixing ratios. Emissions from the EPA Clean Air Market unit level emissions database (http://cfpub.epa.gov/gdm/index.cfm?fuseaction=emissions.wizard) were used in this study. The daily reported emissions were used. The emission data were collected with EPA’s Continuous Emission Monitoring (CEM) program. A circle was drawn, centered at each back trajectory position for each hour of the 2 day back trajectory (Fig. 4). The radius of the circle was 80 km to account for uncertainties associated with the back trajectory position and the influence of eddy diffusion and mixing processes. The radius of 80 km was also chosen because the HYSPLIT back trajectories were calculated from the 80 km Eta Data Assimilation System. The emissions within each circle were summed. Emissions from the day on which the back trajectory crossed a circle were used for the date of each back trajectory position. The summed emissions will be referred to as integrated emissions. The integrated emissions were calculated using back trajectories ending at 250, 500, 750 and 1000 m. Statistics (median, 5th, 25th, 75th and 95th percentiles) for the integrated NOₓ emissions (calculated using back trajectories ending at 750 m) associated with O₃ Clusters 1–5 are shown in Fig. 5.

Clusters 3–5 have the largest O₃ column contents and the largest NOₓ emissions, whereas Clusters 1 and 2 have the smallest O₃ column contents and the smallest NOₓ emissions. Even though back trajectories associated with Clusters 1 and 3 are similar, Cluster 1 is associated with 18% less integrated NOₓ emissions, explaining the 18% smaller O₃ values. The median O₃ column content and integrated NOₓ emissions for Clusters 1–5 are highly correlated (Fig. 6), suggesting that NOₓ emissions from point sources play an important role in downwind O₃ production. The strong correlation is independent of the ending altitude of back trajectories used to calculate the integrated NOₓ emissions (and the r² is >0.94). This strong correlation between NOₓ sources and O₃ profiles agrees with work presented by Gego et al. (2008) who found significant reductions in O₃ resulting from NOₓ reductions from the EPA’s NOₓ SIP call. Marufu et al. (2004) also found similar results, namely a 50% reduction in O₃ profiles during the North American electrical blackout in August 2003. NOₓ point source emissions are
positively correlated with mobile source emissions and this must be taken into consideration when reading Fig. 6.

Profiles were also analyzed by time of day, where morning profiles are defined as those made before 12 noon EST and afternoon profiles are those made at or after 12 noon EST. Sixty-one percent and 68% of the profiles in Clusters 3 and 4 were measured in the afternoon, whereas only 38% and 46% of the profiles in Clusters 1 and 2 were measured in the afternoon. Greater O₃ values in Clusters 3 and 4 may be partly explained by the increased number of afternoon profiles which were generally made downwind of urban centers, and had more time for O₃ production. The morning profiles were clustered separately (as were the afternoon profiles).
and there was still a positive correlation between the O₃ column content and the integrated NOₓ emissions.

3.2. SO₂

The clustering technique produced three distinct SO₂ profile clusters (Fig. 7). Because the methodology grouped species profiles, these clusters are not related to the O₃ clusters. Of the 192 profiles analyzed, 170 (89%) fell into the relatively clean Cluster 3. Back trajectories associated with Cluster 3 show a broader area of origin than the more heavily polluted Clusters 1 and 2. The median SO₂ profile from Cluster 2 shows very large values near the surface that decrease above 500 m. Profiles in Cluster 1 show large values from the surface to ~1000 m that do not drop off as rapidly as those in Cluster 2, indicating better mixing in the lower troposphere.

The integrated SO₂ emissions along each back trajectory and statistics for each SO₂ cluster were calculated but the differences between clusters were small. The number of profiles in Clusters 1 and 2 are small and therefore the difference in the integrated emissions has limited statistical significance. SO₂ emissions integrated over 24 and 12 h showed similar relationships with SO₂ profiles as SO₂ emissions integrated over 48 h. The weak relationship between emissions and SO₂ profiles, and the small number of meaningful SO₂ clusters generated, suggests profiles with larger values result from chance encounters with fresh plumes, and that the lifetime of SO₂ in the summer is shorter than 48 h.

3.3. Aerosol scattering

Fig. 8 shows the median scattering for all flights conducted between 2001 and 2003 (June–August) for the 176 profiles analyzed. The clustering methodology produced four scattering clusters, but two are sparsely populated (Clusters 3 and 4) and associated with the Canadian forest fire episode (Fig. 8). The median scattering profile for Cluster 1 is similar to the median profile of all flights. Cluster 1, with 139 profiles, has smaller values than Cluster 2, with 34 profiles (Fig. 8). Back trajectories associated with profiles from Cluster 2 show winds from the Northern Ohio River Valley, whereas Cluster 1 has back trajectories with more variable origins and greater mean wind speeds. Slower wind speeds and stagnant conditions allow for the conversion of SO₂ to sulfate. RH also affects particle scattering. Fig. 9 shows the median RH profiles for Clusters 1 and 2. The median RH associated with Cluster 1 is around 53% while the median RH associated with Cluster 2 is around 65%. Our technique for correcting for particle growth suggests that the RH differences contribute only 10% to the scattering differences. Day and
Malm (2001) have measured aerosol scattering at 530 nm at ambient RH \((b_{spw})\) as well as dry scattering \((b_{spd})\), with RH < 30%, in the Great Smoky Mountains national park. They calculated the scattering ratio \((b_{spw}/b_{spd})\) for various RH ranges. At RH values between 50% and 55% they found the average scattering ratio to be 1.33 and at RH values between 60% and 65% they found the average scattering ratio to be 1.45. This suggests that the differences between RH in Clusters 1 and 2 may account for an average of 9% of the scattering differences between Clusters 1 and 2. When the ambient RH is > 85% the hydroscopic growth rate is nonlinear. Only 10% of the profiles were made when the RH was > 85%.

Fig. 8 shows statistics of integrated SO\(_2\) emissions for Clusters 1 and 2. The median SO\(_2\) emissions for Cluster 2 are almost a factor of two greater than Cluster 1. Profiles from Clusters 3 and 4 were measured when the Canadian forest fires impacted the region.

![Figure 8](image1)

Fig. 8. Particle scattering profiles for each cluster. The median is shown with a solid line and error bars represent the 25th and 75th percentiles. The number of profiles in each cluster is shown in parentheses in the key. Cluster 2 has profiles with twice the scattering value as Cluster 1. Profiles from Clusters 3 and 4 were measured when the Canadian forest fires impacted the region.

![Figure 9](image2)

Fig. 9. RH profiles associated with aerosol scattering Clusters 1 and 2. The median is shown with a solid line and the error bars represent the 25th and 75th percentiles. Cluster 2 with larger scattering profiles than Cluster 1, has larger RH values than Cluster 1.
those for Cluster 1 and the 200 m averaged scattering in Cluster 2 is also about twice as large as that in Cluster 1 (Fig. 8). This analysis brings up the following question: Why is there a strong positive relationship between scattering profiles and SO$_2$ emissions, but a weak relationship between SO$_2$ profiles and SO$_2$ emissions? This question may partly be explained by the rapid conversion of SO$_2$ to sulfate in the summer, resulting in minimal SO$_2$ that can be measured downwind of power plants. Typically, large SO$_2$ mixing ratios are only measured near a power plant. The strong positive relationship between SO$_2$ emissions in the Northern Ohio River Valley and particle scattering in the Mid-Atlantic indicates an important source of sulfate aerosols is Northern Ohio River Valley coal fired power plants (e.g., Taubman et al., 2006). This agrees with findings from Hennigan et al. (2006) who found larger sulfate concentrations associated with air parcels passing over the Ohio River Valley.

3.4. Discussion

In order to better understand the chemistry associated with each O$_3$ cluster, the median profiles for SO$_2$, particle scattering and CO measured simultaneously with the O$_3$ profiles from each of the clusters (herein referred to as matching species profiles) were examined (Fig. 11). The clusters with the least O$_3$ (Clusters 1 and 2) are associated with the least SO$_2$ and scattering particles, while the clusters with more O$_3$ (Clusters 3 and 4) are associated with the most SO$_2$ and scattering particles (measurements of scattering and SO$_2$ were not made for Cluster 5). The SO$_2$/CO ratio (Table 2) was also used to determine whether mobile or point source pollution was most influential on the O$_3$ values. The larger SO$_2$/CO ratio for Clusters 3 and 4, with large O$_3$ values, suggests that these clusters were strongly associated with point source emissions. CO profiles were similar for Clusters 1–4, but very large CO was measured in Cluster 5. The larger CO suggests that localized pollution from mobile sources may have affected the Cluster 5 O$_3$ profiles.

Median matching profiles of SO$_2$, O$_3$ and Angstrom exponent ($z$) were examined for the scattering clusters (Fig. 12). Cluster 2, with the most scattering particles, was also associated with the most O$_3$ and SO$_2$, as well as the largest particles (small $z$ values). This suggests that days with more aerosol pollution are often associated with conditions conducive to O$_3$ production.

The strong correlation between clustered profiles and matching species profiles suggests that the species have similar sources or source regions. The positive relationship between O$_3$ and SO$_2$ profiles reaffirms the relationship between point sources and O$_3$ production presented in Section 3.1. The positive
relationship between scattering and SO$_2$ profiles reaffirms the relationship between SO$_2$ emissions and scattering presented in Section 3.3.

4. Conclusions

Clustering vertical profiles of species allows for separation of distinct pollution events from a large collection of profiles, enabling a better understanding of how meteorology and chemistry affect the shape and mixing ratio (or scattering coefficient) of the profiles. This study resulted in the determination of a quantitative relationship between pollution profiles and sources. The clustering methodology was able to produce six distinct O$_3$ clusters. One of the clusters was associated with profiles affected by Canadian forest fires. The other five clusters were positively correlated with integrated NO$_x$ emissions from point sources. There is a positive relationship between point source and mobile source NO$_x$ emissions and both point and mobile source emissions affect O$_3$ production. The linear relationship and strong correlation suggests that reductions of NO$_x$ emissions (from point sources) should reduce ozone levels. This study has laid the groundwork for a more rigorous study relating both point and mobile sources of NO$_x$ to vertical ozone profiles. The EPA’s NO$_x$ SIP call required NO$_x$ reductions by 2004 for 21 states. This study will provide a baseline for looking at future impacts of the NO$_x$ SIP call on O$_3$ values.

SO$_2$ profiles were less influenced by regional emissions than local emissions. The amount of SO$_2$...
emitted into an air parcel over the previous 48 h did not have a major impact on observed SO2 values. The product of SO2 oxidation, sulfate (using particle light scattering as a proxy), does correlate with SO2 emissions integrated over the previous 48 h. The characterization of the planetary boundary layer and lower free tropospheric composition of trace gases and aerosols increases our understanding of the relationship between the meteorology and chemistry of the lower troposphere. This will improve chemical transport modeling of these species and our ability to accurately forecast pollution events.

Acknowledgments

This work was supported in part by the Maryland Department of the Environment. The authors would like to thank Tad Aburn, Diane Franks and Matthew Seybold for their support of this project. The authors would also like to thank Charles Piety for forecasting.

References


