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Cover Image

Results from CMAQ modeling with revised chemistry.  Shortening the lifetime of alkyl nitrates (NTR) greatly improves agreement between model and DISCOVER-AQ observations. By recycling the NOx sequestered in NTR species, the spatial scale of ozone formation is better simulated in CMAQ [Canty et al., 2015].

Synopsis
 
	The Departments of Atmospheric and Oceanic Science and Chemical and Biomolecular Engineering of the University of Maryland College Park (UMCP) are currently undertaking a project to assist the Air and Radiation Management Administration (ARMA) of the Maryland Department of the Environment (MDE), in photochemical modeling and observational studies of ozone, regional haze, and fine particulate matter in the Baltimore-Washington region and to provide modeling, measurements, air quality analysis, and other technical support to evaluate controls on the utilities and other sources of pollution under the new air quality standards.   The primary source of information and results for the aircraft measurement component of RAMMPP is the improved website, at URL: http:/www.meto.umd.edu/~RAMMPP.  Detailed reports on each deliverable item have been submitted throughout the year in electronic form to Mr. Michael Woodman at MDE.  This report represents work done on a project Feb. 14, 2014 - June 30, 2015.
FY2014  RAMMPP Highlights

In anticipation of the SIP due in 2015, extensive CMAQ and CAMx modeling was undertaken in FY 2014 and several policy-relevant papers were submitted or published.  These concern primarily the regional nature of ozone in the Mid Atlantic States.  These peer-reviewed publications help inform the Weight of Evidence report for Maryland’s SIP.
	
· Numerous runs including several for the 126 Petition and Scenario 7 were performed with CMAQ and CAMx to show the effects of emissions reductions and to investigate the role local vs. regional ozone production; predicted ozone concentrations in MD were close to the NAASQ, but additional work remains.  
· Goldberg et al. [2015] discovered that reductions in VOC and NOx emissions have had the unintended consequence of increasing the lifetime of ozone in the eastern US and submitted a paper to that effect.  This means that as ozone improves the area of influence increases.
· Use of satellite data to evaluate emissions and CTM numerical simulation was investigated and helped demonstrate the regional nature of NO2 and thus ozone production [Canty et al., 2015]. 
· The impact of oil and gas operations on air quality was investigated [Schneising et al., 2014; Vinciguerra et al., 2015].  Clear signs of increased VOC (especially ethane) emissions were discovered.   
· Several articles appeared in the policy relevant journal EM (Environmental Manager) describing the collaboration among MDE, UMD, and NASA [Aburn et al., 2015; Crawford et al., 2014; Flynn et al., 2014a].
· WRF and CMAQ model simulations at resolutions as fine as 1.33 km were analyzed with input from ground-based, aircraft, and shipboard observations to investigate the role of the Chesapeake Bay breeze on surface air quality, pollutant transport, and boundary layer venting [Loughner et al., 2014].  
· Vehicular emissions of NOx appear to be over estimated in the EPA NEI for 2011 as was discovered in in RAMMPP [Anderson et al., 2014] and since supported by model studies http://acmg.seas.harvard.edu/presentations.html [Anderson et al., 2014]. 




 


Contents


1. Management									5

2. Modeling, Dynamical								6

3. Chemical Transport and Emissions Modeling				10

4. Measurements									42

5. Bibliography									53

6. Appendices (provided on disk)
 


1. Management

Key Personnel: Russell Dickerson 
MDE: Diane Franks, Michael Woodman

	UMD organized and held, as outlined in the contract, bi-weekly conference calls and quarterly meetings.  Major quarterly half-day meetings were held at MDE these meetings were well attended.  Copies of PowerPoint presentations were submitted.  In order to keep MDE better informed of progress and problems, tables of specific tasks were set up at the beginning of the fiscal year, and tracked throughout the year.  All objectives were met, except where an agreed upon alternative was provided.  Weekly (Thursday morning) modeling update calls were held with MDE, MARAMA, EPA and other States.  Weekly summaries of new, relevant publications were provided. Tim Canty participated in OTC calls.  UMD principal investigators provided presentations concerning the science of photochemical smog, PM2.5, haze and policy relevant science as well as participated in conference calls with institutions including:

· AGU
· AMS
· MARAMA
· MWCOG
· EPA & CMAS
· NOAA/ARL 
· NASA/AQAST
· NASA/AURA
· IBS (Korea) 
· NIST
 




2. Modeling, dynamical 
 
Key Personnel: Da-Lin Zhang, R. R. Dickerson


Tasks (Questions to be addressed):

1)	How does the Chesapeake Bay breeze potentially affect ozone levels at MDE’s ambient air monitoring sites (Edgewood, Essex, Furley ES, Aldino, and Horn Point) and the CASTNet site at Blackwater NWR?

2)	Is the 2011 WRF meteorological data accurately depicting the Nocturnal Low Level Jet (NLLJ) along the mid-Atlantic?  What are modeled pollutant concentrations within the NLLJ?


Deliverables (Answers to the questions):
1. A one-week air quality episode will be simulated using the WRF-urban model at 12km or finer resolution.  These met fields will then be used as input into the CMAQ model.  A report detailing the results of the WRF-urban met modeling will be prepared for MDE.

2. Three NLLJ episodes (based on observations) will be modeled using the WRF model.  The WRF output will be compared to the observations.  A report detailing the results of this comparison will be prepared for MDE.  


Deliverable 1), the WRF-urban modeling: The week of 11 July 2011 was simulated with WRF and CMAQ at resolutions varying from 12 to 1.33 km [Loughner et al., 2014].  This Journal of Applied Meteorology publication serves as the report; results are summarized briefly below.

Deliverable 2): Here is our summary for the 2007 data: Is the 2007 WRF meteorological data accurately depicting the Nocturnal Low Level Jet (NLLJ) along the mid-Atlantic? 





Summary of high-resolution modeling.

WRF and CMAQ were run for July 2011, the period of the DISCOVER-AQ Baltimore field campaign.  Model domains (Figure 2.1) were nested with increasing resolution from 36 to 1.33 km.  All domains have 34 vertical levels from the surface to 100 hPa, with 16 levels within the lowest 2 km.   



[image: ]

Figure 2.1.  Diagram of WRF/CMAQ model domains ranging from 36, 12, 4, and 1.33 km resolution.


Special attention was given to the episode of 11 July 2011 when the NOAA Air Quality forecast a false positive for ozone.  These runs demonstrated how a bay breeze caused locally high surface ozone concentrations in Maryland. The bay-breeze convergence zone located within the Washington–Baltimore metropolitan area (Figure 2.2) caused high air-pollution concentrations on both sides of the bay-breeze front to converge. Cleaner surface air over the water and over rural and suburban areas was transported toward the bay-breeze convergence zone, which resulted in a large horizontal gradient in ozone concentrations. The maximum observed maximum 8-hr average ozone reached 75 ppbv at the bay-breeze convergence zone in Beltsville. 
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Figure 2.2.   Observations (left) and CMAQ model results (right) for 11 July 2011 for the Baltimore Nonattainment Area.  Resolution of 1.33 km was used.  The maximum along the region of stagnation is too strong in the model but was indeed observed. 


Winds from the south during the overnight and early-morning hours prevented pollution from the Washington and Baltimore area from being transported out over the surface waters of the Chesapeake Bay. These pollutants were not recirculated over the water and then back inland once the bay breeze formed to converge with freshly emitted pollutants over land near the bay-breeze convergence zone.  Southerly synoptic-scale winds are, however, favorable for producing a strong bay breeze that veers with altitude and forms early in the day along the western coastline of the Chesapeake Bay. Results show that a strong and prolonged bay breeze caused locally high surface ozone concentrations near the bay-breeze convergence zone, which penetrated into the urban corridor. The onset of the bay breeze occurred early, by 1100 EDT, resulting in an extended period of convergence of air pollution at the bay-breeze front. 







We have examined the annual simulation data for the year of 2007, and selected three NLLJ cases occurring on June 1, August 3 and August 15. This annual data, archived at 0.5 hourly intervals, was produced using the WRF model at the finest grid size of 12 km and assimilated with high-resolution surface observations. It has been previously validated by NYDEC’s group against TDL and CASTNet measurements. In general, the boundary-layer meteorological information should be reasonably simulated. Thus, this data can be used to reasonably study the structures and evolution of NLLJs.
It is found that i) the NLLJ on 1 June 2007 has a peak amplitude of 10 m s-1 at 300 m height, occurring 05:30 UTC at 75.5°W; ii) the NLLJ on 3 August 2007 has a peak amplitude of 12 m s-1 at 400 m height, occurring 05:00 UTC at 76.5°W; and iii) the NLLJ on 15 August 2007 has a peak amplitude of 11 m s-1 at 450 m height, occurring 10:o0 UTC at 76.5°W. Their generation appears to be related to both the diurnal surface heating and terrain effects as discussed in Zhang et al. (2006). It should be mentioned that all the three NLJJs occurred in environments with no rainfall.
Currently, an undergraduate student, Ms. Crystal Oudit, examines the mesoscale flow conditions under my supervision. We attempt to understand why NLLJs occurred on these days but not the days before or after.
 


3. Chemical Transport and Emissions Modeling
Key Personnel:	
MDE: Michael Woodman
UMD: Dale Allen, Tim Canty, Sheryl Ehrman, and Hao He

Highlights

Tasks

1) Will Maryland attain the 8-hour ozone NAAQS?
SMOKE and CMAQ runs will be completed to support MDE’s modeling efforts as it relates to OTC activities for SIP development.  MDE will require a minimum of 5 modeling runs of 3 months each and 2 modeling runs for the entire ozone season (April – October).  Three of five runs with existing or separately supplied SMOKE emissions and two with additional details from new SMOKE runs.

2) What is the modeled ozone concentration within the NLLJ?  
The modeling completed as part of Section B (Dynamical Modeling), task #2 will be used to determine what the modeled pollutant concentrations are within the NLLJ.

3) The Box model will be used as a screening tool to answer the questions such as:
a) How does or will CMAQ/CB05 respond to changes in emissions?
i) What is the ozone at upwind monitoring sites (e.g., Piney Run) with reduced EGU and/or vehicular NOx?
ii) What is the ozone at a receptor (e.g., Essex or Edgewood) with reduced NOx and anthropogenic VOC’s?  
b) What were the benefits of specific regulations?  
i) This modeling will be completed by adjusting the box model’s O3 precursor initial conditions, emissions, and chemistry to match the observed changes in concentration resulting from the NOx SIP Call, HAA, fleet turnover, etc.  The change in maximum 8 hr ozone will be calculated and attributed to the regulation in question.
c) Does CB05 or CB6 more accurately respond to changes in emissions? 
d) Are regional or national EPA regulations on mobile or stationary sources necessary?
i) UMD will correct the reactions (such as the photolysis of alkyl nitrates or formation HONO) and emissions to match observed concentrations.  Then calculate the ozone production efficiency (OPE) with improved chemistry and compare it to observed OPE. This will provide insight into how to best run CMAQ.

4) How best to accomplish source apportionment modeling to demonstrate pollutant transport into Maryland?
a) UMD will use zero out CMAQ modeling to determine a state’s contribution to Maryland’s ozone problem.
b) UMD will continue to fast track installation of the CAMx model, so it can be used for this purpose later in the year.
See section below on CAMx modeling.

5) How to best do modeling to show how much ozone and ozone precursors are aloft over Maryland at night and during the day? 
a) Based on a previous task’s CMAQ modeling results, UMD will compare aloft modeled ozone and ozone precursor with observational data from aircraft, ozonesonde, and elevated monitors. 
b) Examine CMAQ output, provided by Jim Godowitch (EPA), for multiple years to determine if the trend in model O3, NOx and OPE’s agree with observations either on a site by site basis or by looking at the average over a larger area.   

Take steps to quantify how much surface O3 has been reduced in Maryland resulting from the NOx SIP call using a mix of models and measurements.

Tasks 

Summary of modifications to emissions inventories:

Scenario 8 modeling was performed to consider every feasible reduction scenario for 2018. In addition to Scenario 7B, more reductions were taken from the EGU, point, area, nonroad, and mobile sectors, with larger reductions to the OTR than the rest of the domain. Modeling was performed for the full ozone season 

Scenario 7C emissions were created to update Scenario 7B to account for the additional reductions given by the final Tier 3 RIA. August was modeled.

MDE Scenario 2B was performed to consider if select coal fired EGUs did not run their SCR/SNCR controls in 2018. NOx emissions were grown by a factor of 4.2 for the given units. Similarly, MDE Scenario 2C was performed to adjust 2018 EGU NOx emissions from specific units to match the highest rates observed in 2011. The rest of the sectors remained unchanged from Scenario 7. August was modeled.

Scenario 7D was performed to incorporate science-based changes: 50% mobile NOx reduction (Anderson et al., 2014) and adjusted CMAQ chemistry (Canty et al., 2015). Furthermore, Scenario 7Dbeta replaced biogenic emissions from MEGAN 2.04 with MEGAN 2.10. August was modeled. 

As an update for the MDE 2B and 2C runs, a series of MDE Scenario 3 runs were performed to adjust EGU emissions. Other sectors remained unchanged from Scenario 7C. MDE Scenario 3A adjusted EGU emissions to match best-rate ozone season NOx emissions based on 2005-2012 CAMD data. MDE Scenario 3B increased EGU NOx to perform at their worst rates. MDE Scenario 3C slightly increased EGU NOx to match 2011 rates. August was modeled.

Using the EGU emissions from Scenario 3A and from Scenario 8 for the other sectors, MDE ATT-2 was run. For MDE ATT-3, EGU NOx emissions from Maryland units were reduced from Scenario 3A rates, but otherwise the same as MDE A2. August was modeled.

Similar to the Scenario 7D beta run, the Scenario 3 and attainment runs were rerun with 50% less mobile NOx, MEGAN 2.10 biogenic emissions, and modified CMAQ chemistry. These five new runs were MDE Scenario 3A beta, 3B beta, 3C beta and MDE ATT-2 beta and ATT-3 beta. August was modeled. 

ATT-3 and 3A emissions were created for the entire 2007 ozone season.

2011v1 Emissions were created based on new EPA-approved version 1 inventories for 2011. These emissions are now available for future modeling scenarios. 2018v1 emissions were obtained from NYSDEC. The ozone seasons were modeled.

Using the 2011v1 platform, 2018 EGU emissions were adjusted to recreate the 2007 platform 3A, 3B, 3C and ATT-4 (A4) (ATT-3 EGU reductions only) emissions. Scenario 3D explored potential benefits of adding SCR to uncontrolled units in neighboring states. July was modeled.

Scenario A4xtra, expanded from A4 to include NOx reductions for units in LA, MO, NJ, NY, WI. Scenario A4xtra-plus included a further 10% across-the-board NOx reduction to the states of CT, NJ, NY, and PA. July was modeled.

Development of the 2018 MARAMA Alpha v1 Emissions for the full year, which were created from MARAMA Alpha inventories (based on EPA version 2). The ozone season was modeled. 

2011 MARAMA Alpha v1 Emissions and various 2018 premerge files obtained from NYSDEC and EPA. Updates to the previous 2011 emissions included MOVES2014 mobile emissions, BEIS 3.6 biogenic emissions, and ERTAC 2.3 EGU emissions.

Using the updated 2018 MARAMA Alpha v1 emissions, Scenario 4A was performed. Similar to 3A, EGU NOx rates were reduced to 2005-2012 best rates for SCR unit in several states surrounding MD (CT, DE, IL, IN, KY, MI, NJ, NY, NC, OH, PA, TN, VA, WV). July was modeled.

A 25% NOx Reduction was applied to the 2018 MARAMA Alpha v1 emissions. This reduction was domain-wide for anthropogenic NOx emissions. June-August was modeled. 

Full year 2018 MARAMA Alpha v2 Emissions were created to correct issues to marine emissions. Canada emissions were also updated. 2011 MARAMA Alpha v2 Emissions were obtained from NYSDEC 

Model Run Duration Summary

Full Ozone Season: 6
June, July August: 2
Single Month: 23

[image: ]
During the span of this contract UMD transitioned from a 2007 base year to a 2011 base year. We also transitioned to a newer version of CMAQ (v4.7.1 to v5.0.1). For the 2007 base year simulations, the month of August was often used as representative of the full ozone season. Table 3.1 shows a comparison of design values for scenario 3a at ground based ozone monitors in Maryland for the full ozone season and for August (2007 base year). 

Table 3.2 shows the design values for 2007, 2018 base scenario, and scenario 8. Scenario 8 indicates attainment of the 75 ppb standard by 2018 for all monitors in Maryland. The difficulty with this model scenario is that so many changes were made to the emissions inventories that is is difficult to determin which change is most significant. The old EPA guidance was used to determin the design values. Table 3.1 Design Values based on Scenario 3a emissions (old guidance).


[image: ]
Figure 3.1 compares the 2007 design values to design values based on the scenario 8 emissions reductions. Clearly, monitoring sites across the domain experience significant reductions in 2018.Much effort has been devoted to “pulling apart” the scenario 8 emissions redcutions to determine which combination and magnitude of reductions are most effective in reducing ozone. 



Table 3.2 Design values for 2007, 2018 base, and Scenario 8.

[image: ]Figure 3.1 Design values for 2007 and Scenario 8.

EPA has provided new guidance to calculate design values. Unlike the prior method, grid cells used to calculate 8 hour ozone in the future case scenarios are spatially collocated with the grid cell that contains maximum ozone in the base case scenario. Also, only the top 10 days above the standard are used in the calculation of the reduction factor. 

The table below (Table 3.3) shows design values, using the 2011 modeling platform, for various emissions scenarios calculated using the earlier EPA recommendation. Several of the scenarios indicate possible emissions modification packages that will achieve attainment by 2018, though no scenario has the Edgewood monitor below 75 ppb. The model runs were used the version1 of the emissions provided by MARAMA.










[image: ]Table 3 Design values calculated using the earlier EPA guidance.

When the new EPA guidance is used to calculate the design values (Table 3.4), most surface monitoring sites in the Maryland are ~1ppb lower. We note that these design values were only calculated using model output for July, which limits the number of days that may be used in the statistical calculation. In Maryland, the monitor site at Piney Run did not have 10 days above the standard in the 2011 base model run. So, no design values are calculated for this site.





[image: ]
Table 3.4 Design values calculated using the new EPA guidance.
If the guidance is relaxed to allow for a minimum of 6 days above the standard when one-month runs are used for the calculation then it is possible to calculate design values for more sites (Table 3.5). 

[image: ]
Table 3.5 Design values calculate using the “relaxed” EPA
We have also completed “beta” versions of the modeling scenarios presented in the prior tables. In addition to the emissions reductions for the various future case scenarios, the “beta” runs include a 50% reduction in NOx from mobile sources, an order of magnitude reduction in the lifetime of alkyl nitrates, and updating the biogenic emissions to the newest version of MEGAN. The updated biogenic emissions lead to a decrease in isoprene. A “beta” version of the 2011 base model had to be created to ensure that the same model framework was used in the calculation of the design values. Results for the “beta” runs are summarized in Table 3.6. 





[image: ]
Table 3.6 Design values calculated using output from the “beta” versions of the emissions scenarios.
The beta scenarios lead to reductions in ozone for Edgewood but some sites, such as Davidsonville experience an ozone disbenefit. The reduction in lifetime of alkyl nitrate will generate more NO2 in the model domain, which may offset the reduction in mobile NO2. . 

A 25% reduction in anthropogenic NOx was applied across the domain and a CMAQ simulation was performed for June, July, and August. The changes in maximum ozone across the domain are shown in Figure 3.2 



[image: ]
Figure 3.2 Maximum 8hr ozone used in the calculation of design values for the 2018 base simulation and the 2018 simulation that includes a 25% reduction in anthropogenic NOx.

Focusing on the mid-Atlantic region, it is clear that there are still regions, such as New York City, where ozone is still elevated and along land/sea boundaries (Figure 3.3) 

[image: ]
Figure 3.3 Same as Figure 3.2 except zoomed into the mid-Atlantic region.


[image: ]Design values for Maryland for this simulation are shown in Table 3.7. All Maryland monitors are in attainment. 








Table 7 Design 

CAMx Model Simulations
D. Goldberg et al.

Highlights:  CAMx has the advantage of running much faster than CMAQ while producing similar ozone concentrations.  It also has options for source apportionment including OSAT that can help indicate which states or types of emitters contribute most to ozone in Maryland or other receptors.  CAMx with OSAT shows that Maryland produces most of its own ozone, but that upwind states contribute substantially, especially to ozone more than 200 m above the Earth’s surface.  Improvements in model chemistry (CB6r2) and reduction in on-road mobile source NOx emissions result in better agreement with measured reactive nitrogen and formaldehyde.  These results are similar to those seen with CMAQ run with modified CB05.  The contribution from outside Maryland increases by several ppbv with the new chemistry.  We discovered an unintended consequence of emissions controls – the lifetime of ozone has increased.  This expands the area of influence for ozone in the eastern US and adds urgency to the need to consider cross state pollution transport.  

Comparison with Observations 
We use the Comprehensive Air-quality Model with Extensions (CAMx) version 6.10 [ENVIRON, 2014] to evaluate the regional transport of ozone during the summer of 2011.  We focus on July 2011 – when NASA DISCOVER-AQ Maryland aircraft and ground observations were available. 

A scatterplot, shown below, depicts 8-hour maximum daily average (8MDA) ozone simulated by CAMx compared to the same value from observations at all nineteen Maryland ground monitoring sites during July 2011.  
[image: scatterplot_color_otc.png]July 2 – Under prediction due to July 4th travel
July 21 – Over prediction due to bay breeze (He et al. 2014)

Figure C1. July 2011 CAMx v6.10 baseline model simulation of 8-hour maximum daily average (8MDA) ozone compared to observations at all Maryland ground sites.  Data in red show the impact of the bay breeze that occurs on sub-grid spatial scales.

The CAMx v6.10 simulation had a high bias of 1.64 ppb (a 2.6% over prediction) during July 2011.  There were two days with consistently poor performance: July 2 and July 21.  On July 2nd, we hypothesize that the low bias was caused, in part, by the underestimation of emissions during the July 4th holiday weekend.  On July 21st, He et al., 2014, show that the bay breeze helped to vent pollutants aloft; observations from the P3-B and Cessna aircraft show an elevated reservoir of pollutants that never made it to the surface.

Our group has also run the Community Multiscale Air Quality (CMAQ) model v5.01 during the same time frame at the same vertical and horizontal resolution, using the same input files.  The primary differences between CAMx and CMAQ are the vertical and horizontal advection schemes.

We compare modeled 8MDA ozone between CMAQ and CAMx at the Maryland monitoring sites.  Most points lie along the one-to-one line indicating very good model-to-model agreement.  When observed 8MDA ozone is above 75 ppbv (i.e., red dots of Figure C2), the models usually capture the exceedance of the NAAQS.  However, the CMAQ values are usually greater than the CAMx values; the dots are to the right of the one-to-one line. 

[image: scatterplot_camxvscmaq_MDE_8hrmax_2011.png]Red dots indicate observed 8MDA O3 greater than 75 ppbv

Figure C2. July 2011 CAMx v6.10 baseline model simulation of 8-hour maximum daily average (8MDA) ozone compared to the CMAQ v5.01 baseline model simulation.

Ozone Design Values
Policymakers primarily use air quality models to determine whether a region will be in future attainment of the National Ambient Air Quality Standard (NAAQS) for ozone under various future emission scenarios.  Using a baseline emissions inventory (National Emissions Inventory version 1; NEI v1) for 2011 and 2018, we can calculate an ozone design value – a value that is a best estimate of the 4th highest ozone mixing ratio in a future year.  Table C1 shows 2018 ozone design using the baseline emissions inventories based on EPA guidance.

[image: ]
Table C1. Ozone design values for all Maryland monitoring sites for 2011 (observed) and 2018 (simulated) using the version 1 NEI.

The only location in Maryland projected to be in non-attainment of the 2008 NAAQS for ozone (i.e., 75 ppbv) is the Edgewood, MD monitoring site located 5 km north of the Chesapeake Bay in Harford County and 30 km east-northeast of Baltimore.

Updated Emissions Inventory and Gas-phase Chemistry 
We have found two issues with the baseline NEI v1.  Observations from DISCOVER-AQ suggest that using biogenic emissions generated by MEGAN version 2.1 gives a better representation of formaldehyde – a precursor to the hydroperoxy radical (HO2) – in air quality models than BEIS version 3.14 [Canty et al., 2015].  A second study using DISCOVER-AQ Maryland observations [Anderson et. al., 2014] suggests that emissions of nitrogen oxides (NOx) from sources other than electrical generating units are overestimated in the 2011 National Emissions Inventory.  Other studies [Doraiswamy et al., 2009, Fujita et al., 2012, Yu et al. 2012, Brioude et al., 2013] also found overestimations of the NOx emissions in the NEI.  Since emissions from vehicles dominate the NOx emission sector, it is likely that a high bias in mobile emissions is responsible for the high bias in total NOx emissions.

The introduction of a new gas-phase chemistry mechanism, CB6r2, is a major advancement in the simulation of ozone in regional air quality models.  C6r2 has a better representation of alkyl nitrates [Hildebrandt-Ruiz and Yarwood, 2013], making it a better alternative to CB05 [Yarwood, 2005].  This mechanism better captures the non-local nature of ozone chemistry and transport.  

We make three changes the model platform: update to MEGAN v2.1 biogenic emissions, cut NOx emissions from on-road mobile sources by 50%, and update to CB6r2 gas-phase chemistry.  We denote this updated version of the model platform as the “Beta” simulation.  In the six plots below, we show the baseline simulation (left-hand side) and the Beta simulation (right-hand side) compared to observations of three trace gases (NOy, HCHO, and O3) taken on the P3-aircraft during DISCOVER-AQ Maryland in July 2011.



Figure C3. One-minute averaged data taken from the P3-B aircraft during DISCOVER-AQ Maryland in July 2011 compared to model data from CAMx v6.10 at the nearest model grid point and closest hourly interval. Left side panels show a comparison between observations and the baseline simulation, while right side panels show a comparison between the same observations and the updated “Beta” simulation. Top row shows a comparison with ozone (O3) mixing ratios, middle row shows a comparison with reactive nitrogen (NOy) mixing ratios, and bottom row shows a comparison with formaldehyde (FORM) mixing ratios.  The Beta version improves the agreement of mean concentration and slope of the regression line for NOy and H2CO, although ozone changes little. 


The baseline simulation also shows fairly good agreement with observations of ozone from the P3-B aircraft taken between altitudes of 300 – 3000 m above ground level.  There is an under estimation of ozone by 6.2% (ratio of the means is 0.938).  However, the prediction of two primary precursors to ozone – NOy and HCHO – is abysmal.  The simulation of total reactive nitrogen (NOy) is over predicted by a factor of two – the ratio of the means is 1.948.  Similarly, there is poor simulation of formaldehyde; the ratio of the means is 0.689, a 31.1% under prediction.  

In the Beta version, the simulation of ozone precursors is vastly improved. The NOy mixing ratios are still overestimated by ~50%, but the slope of the best-fit linear regression is much closer to one (i.e., 1.222) than the baseline version (i.e., 2.009). The formaldehyde mixing ratios are now overestimated by 2.1% instead of underestimated by 31.1%.  Although ozone prediction is similar to the baseline simulation, ozone within the model framework is formed under different environmental conditions.  Because NOx emissions have been reduced and isoprene emissions have been increased, the ozone production is now more within a NOx-limited regime; this better agrees with long-term trends of ozone responding to NOx emission reductions [He et al., 2013; Zhou et al., 2013; Loughner et al., 2014]. 

The changes are especially important when calculating ozone design values. The updated design values show that the model will be more responsive to future emission reduction strategies.  This is shown in Table C2 where an  additional 1.4 ppbv benefit is indicated for  the Edgewood, MD monitor just by changing the model framework.

[image: ]
Table C2. Ozone design values for all Maryland monitoring sites for July 2011 (observed), July 2018 (simulated) using the version 1 NEI , and July 2018 (simulated) Beta simulation.

CAMx OSAT
One of the biggest advantages of CAMx is the ability to use Ozone Source Apportionment Tool (OSAT).  This software provides a method for estimating the contributions of multiple source areas to ozone formation.  The program tags the emissions of NOx and VOCs in each of the grid cells by creating a passive tracer molecule assigned to the emissions of each source area.  The NOx and VOC tracers then decrease in each cell and at each time step in proportion to the fraction of total NOx and VOCs consumed; similarly the O3 tracers increase in proportion to the total ozone produced.  This methodology can also estimate the fractions of ozone arriving at the grid cell  formed en-route under VOC- or NOx-limited conditions.  Figure C4 shows an example of the output from an ozone source apportionment simulation of July 7, 2011.  Ozone production from each states’ emissions can extend well beyond their borders (up to 100’s of km, perhaps even 1000 km) showing that transport of emissions can play a large role in ozone production in downwind locations.

[image: 07072011_ozone_MD.png]
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Figure C4. Simulated ozone attributed to the emissions from Maryland (top) and Ohio (bottom) at 2 PM on July 7, 2011. 

Ozone source apportionment is particularly important on days when there is poor air quality.  In Figure C5 below, we show ozone source apportionment during all days when total ozone concentrations in the Baltimore area were above 75 ppbv in the mid-afternoon during the 2011 ozone season (May – August; there were no poor air quality days in any other month). 

[image: ][image: camx_gridbox.png][image: ] 
Figure C5. Ozone source apportionment during the mid-afternoon in Baltimore, MD region (denoted in inset on right) of the 2011 ozone season (May – August).  The model domain is shown in the middle inset. 

Ozone attributed to the model domain boundary (BC) is the largest contributor to total ozone, representing 29.1 ppbv during poor air quality days.  Maryland contributes 19.6 ppbv of ozone to their own ozone problem. Other upwind states are denoted along the x-axis. 
Increasing Role of the Background
We simulate the relative contribution of local (i.e., within a particular state) and distant sources of surface ozone in Maryland for July 2002, July 2011, and July 2018 using CAMx.  As seen in Figure C6, the high-end of the surface ozone distribution in Maryland has declined and is projected to continue to decline.  However, our calculations indicate ozone attributed to the model domain boundary (BCO3) plays an increasingly important role in the determination of surface ozone during poor air quality days as time evolves.  For example, BCO3 represents 34.5%, 38.8%, 43.6% of surface ozone in the Baltimore, MD region during July 2002, 2011, and 2018 respectively.  

Figure C6. Mean ozone source apportionment (ppbv) at the surface at 2 PM EDT in a 72 x 96 km rectangular box encompassing the Baltimore, MD region for July 2002, 2011 & 2018. Input emissions were calculated using the NEI for the respective year always using 2011 meteorology. The black bars represent the contribution from beyond the model domain boundary, the red bars represent the contribution from the state of Maryland, and other colors represent the contribution from various regions within the model domain.

The contribution of BCO3 to surface ozone throughout the eastern United States also increases in an absolute sense, from 26.0 to 27.2 ppbv between July 2002 and July 2018.  This increase cannot be attributed to international transport, meteorological differences, or the stratosphere because we initialize the boundary and meteorology identically in each simulation; it must be a result of the changes to the emissions within our model domain.

Two sinks for ozone: O3 + HO2 and nitrate formation become less effective at removing odd oxygen; this increases the lifetime of ozone in the domain.  In Figure C7 we show a sharp decrease in HO2 in rural areas and at altitudes above the surface.   This is extending the photochemical lifetime of ozone in the troposphere.   This unintended consequence of air quality regulation impacts projected attainment of the NAAQS for surface ozone because the influence of pollutants transported into the region will likely play a greater role in the eastern United States in the future.
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Figure C7. Difference of mean HO2 daytime (7 AM – 7 PM local time) mixing ratios (pptv) between July 2002 and July 2018: at the surface (top left panel), 1 km above the surface (top right panel), 2km above the surface (bottom left panel) and 5 km above the surface (bottom right panel).

Boundary Conditions
Since BCO3 can be a significant portion of total surface ozone, we examine the four model domain boundaries to determine which are influencing mid-Atlantic surface mixing ratios the most.  Figure C6 shows monthly averaged mid-afternoon ozone mixing ratios attributed to each model boundary; these are not total mixing ratios, but contributions from each of the four edges of the domain.  The western model domain is the primary contributor to BCO3 in the majority of the model domain, including Maryland.  Westerly winds are the dominant flow pattern in our region of study, advecting trace gases primarily from the western boundary (94° W longitude) to the east in the model domain.  Meridional flow from strong cyclones or anticyclones can perturb the dominant westerly flow, but these features are not persistent enough to modify the mean zonal flow. 
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Figure C8. Ozone mixing ratios (ppbv) at the surface attributed to the four cardinal direction boundaries: west (top left), east (top right), south (bottom left) and north (bottom right), averaged for the entire month of July at 2 PM EDT.

Mixing ratios of ozone from the western model domain boundary exceed 20 ppbv at the surface in most areas.  The western model boundary has the least influence on surface ozone in New York, New England and parts of Canada, where the northern boundary is the primary contributor.  Ozone initialized at the southern and eastern boundaries has little effect on Maryland or any other part of model domain..  

With the increased role of BCO3 in the past decade, the choice of boundary initialization has become more important.  There are two global models commonly used to initialize the trace gases at the boundary of regional air quality models: GEOS-Chem [Bey et al., 2001] and MOZART-4 [Emmons et al., 2010].  Figure C9 show mean July monthly ozone mixing ratios in GEOS-Chem and MOZART-4 along our model domain boundary.  In the mid-troposphere, 2 – 7 km above the surface (roughly 800 – 300 hPa), ozone is much higher in GEOS-Chem, especially at the western boundary.  Mean GEOS-Chem mixing ratios in the mid-troposphere often exceed 90 ppbv at the western boundary, while MOZART-4 mixing ratios average 50 ppbv.  Taking a closer look, between 0 – 2 km above ground surface there is a lot of variability between the two global models, but there is no consistent bias.  Above 8 km, primarily in the lower stratosphere, the mean ozone mixing ratios from MOZART and GEOS Chem agree once again.  


Figure C9. Ozone mixing ratios (ppbv) from the surface to 10 km of MOZART (left) and GEOS-Chem (right) following the model domain boundary for the July 2011 mean.

CAMx APCA
The Anthropogenic Precursor Culpability Assessment (APCA) – a software tool similar to OSAT –  can attribute ozone formation during biogenic-anthropogenic interactions to the anthropogenic source.   For example, in situations where OSAT would attribute ozone production to a biogenic source, APCA re-allocates that ozone production to the controllable anthropogenic portion of the precursors.  True “biogenic” ozone occurs only when biogenic NOx and biogenic VOCs react amongst themselves to create ozone.  In Table C3 below, we demonstrate the differences between OSAT and APCA.
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Table C3. Differences in the source allocation between OSAT (top) and APCA (bottom).

We use the APCA software to determine sector-by-sector allocation in a 2018 emissions scenario.  We use the NEI version 2 “pre-alpha” projections by Mid-Atlantic Regional Air Management Association (MARAMA). 

The following plots show 2018 sector-by-sector source attribution for four source types: biogenic, on- and off-road, electrical generating units (EGUs), and non-road sources.
  

Figure C10. Mean 8-hour maximum ozone mixing ratios (ppbv) for a July 2018 projected emissions scenarios for four source sectors using the APCA software. Biogenic (top left), on- and off-road (top right), electrical generating units (EGUs), and nonroad sources (bottom right).

Biogenic sources account for roughly 3 ppbv of ozone in Maryland. Biogenic ozone is at a maximum in agricultural areas such as Illinois and Indiana, where soil NO emissions are high, while it is at a minimum over the Atlantic Ocean and New England.  Ozone attributed to mobile (on- and off-road) sources peak in the metropolitan areas (up to 15 ppbv) and are at a minimum in rural areas (5 -8 ppbv).  Ozone attributed to electrical generating units is largest in the Ohio River Valley (up to 15 ppbv) and downwind such as Maryland and lowest in New York and New England (1 – 3 ppbv). Ozone attributed to nonroad sources (construction, industrial, recreational marine, etc.) is highest in coastal areas and the Great Lakes (up to 15 ppbv) and lowest in rural areas (2 – 4 ppbv).

As discussed in a previous section of this report, we have found two glaring errors with the emissions inventory: an underestimation of isoprene emissions and an overestimation of NOx emissions.  We modify the emissions inventory to a scenario where we use MEGAN v2.1 biogenic emissions and 50% on-road mobile NOx emissions.  We believe that NOx emissions from power plants are accurate because they are monitored under the Clean Air Act using a Continuous Emission Monitoring System (CEMS).  Additionally, we modify the alkyl nitrate chemistry to include faster recycling to NOx.  

In the improved model scenario, which we call the “Beta” simulation, electrical generating units account for more ozone in Maryland.  We tag emissions from the thirty largest electrical generating units in our model domain and find that, collectively, EGUs account for 1 -3 ppbv more ozone in Maryland than the baseline scenario. Due to wind patterns, the differences are negligible in New England and New York. 
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Figure C11. The difference in mean 8-hour maximum ozone mixing ratios (ppbv) for July 22, 2011 attributed to the thirty largest electrical generating units (EGUs) in the eastern United States between a simulation with improved biogenic emissions, mobile source emissions, and alkyl nitrate chemistry, and the baseline simulation.

Ozone in Differing Meteorological Regimes
We investigated the role of transport patterns on future ozone attribution.  The majority of poor air quality days during the summer of 2011 had transport from the west.  We found fourteen of the twenty-one poor air quality days had primarily westerly winds.  During days with westerly transport, states such as Pennsylvania, Ohio, and West Virginia had a larger influence than the average of all poor air quality days.  During days with southerly transport, Virginia and North Carolina had a much larger influence than the average of all twenty-one poor air quality days. 

This is particularly important for upwind states that contribute approximately 1% towards downwind ozone.  Under the new transport rule, states that contribute more than 1% to the ozone in downwind monitors are required to reduce their own emissions.  If we are using a summer with above average westerly transport days, we may be unintentionally assigning responsibility to states to Maryland’s west and not enough responsibility to states south of Maryland.  
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Figure C12. Ozone source apportionment (ppbv) by region during a projected emissions scenario for the summer of 2018 during (left bar) all poor air quality days, (center bar) days with primarily westerly transport and (right bar) days with primarily southerly transport.

Ozone in Aloft Plumes
To determine how well the air quality models simulate ozone above the surface layer, we plot the mean vertical profile of ozone from ozonesondes launched during the summer of 2011. Ozonesonde data [Thompson et al., 2014] were matched spatially and temporally to the closest model grid box in CAMx version 6.10.

During the morning (top of Figure C13), CAMx does well in simulating the mean ozone mixing ratios throughout the vertical column, up to 5 km. However, during afternoon (bottom of Figure C13), there is excellent agreement at the surface and above 4 km, but a significant underestimation 0.5 – 4.5 km above ground level.  The largest underestimations is at 1100 m: 15.7 ppbv; the aloft reservoir of ozone is significantly miscalculated.  The Beta version of the model (red line) does little to correct the underestimation aloft. 
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Figure C13. Vertical profiles of ozone taken from ozonesondes launched from Beltsville, MD compared to CAMx v6.10 model data matched temporally and spatially from the (blue) baseline version and (red) Beta version. 
While prediction of afternoon mean near-surface ozone is within +/-2 ppb, the same cannot be said for prediction of ozone above 500 m. Both CAMx and CMAQ have significant underestimations of ozone aloft. The underestimates are largest at altitudes between 1000 – 1500 m. This has implications for the models’ ability to simulate interstate transport and capture the full extent of the spatial scale of ozone events in the eastern U.S. 

In order to determine what is causing the underestimation aloft, we tagged ozone in the aloft plume (0.5 – 4.5 km above the surface).  Between 0.5 – 2 km above the surface, 50% of the ozone is attributed to the boundary, while the majority of the rest is attributed to nearby upwind states of Pennsylvania & Ohio (and the remaining portion further upwind).  Above 2 km, the majority (~80%) of ozone is attributed to the boundary conditions.  An underestimation at this level may be due to faulty boundary conditions, inadequate vertical mixing [Castellanos et al., 2011; Solazzo et al., 2013], or a deficient representation of clouds [Castellanos et al., 2011]; we suggest a combination of all three factors may be causing the underestimation.
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Figure C14a. Ozone source apportionment (ppbv) by region in an aloft plume along the western Maryland border between 0.5 – 2 km for July 7, 2011, a day with westerly transport.
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Figure C14b. Ozone source apportionment (ppbv) by region in an aloft plume along the western Maryland border between 2 – 4.5 km for July 7, 2011, a day with westerly transport.
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4. Measurements  

RAMMPP-Measurements Accomplishments Report FY2014
Xinrong Ren, Sayantan Sahu, Courtney Grimes, Dolly Hall, Hao He, Heather Arkinson, and Russell R. Dickerson 

Highlights
· Seventeen science flights were conducted during summer 2014 with supplemental support from NOAA.  Each flight usually consisted of two spirals: one spiral up and one spiral down over the Massey Aerodrome in Millington, MD (MD1, 39.299˚N, 75.799˚W) or Horn Point in Cambridge, MD (called MD18, 38.588˚N, 76.141˚W) under different moderate pollution.
· Fourteen science flights were conducted during winter 2015 with the support from NIST to character greenhouse gas emissions from the Baltimore-Washington area.  Each flight usually consisted of upwind and downwind transects in the mixing layer under different pollution conditions.
· There were only 5 ozone exceedance days in 2014 due to a relatively cool summer.  Up to 100 ppbv ozone was observed in one flight over the land of Western Shore.    
· Low SO2 concentrations were generally observed in summer 2014 over Eastern Shore.  Enhanced SO2 levels were observed downwind of power plant plumes during the winter 2015.
· High concentrations of NO and NO2 were observed downwind of the urban plumes during the winter 2015 flights.
· A Los Gatos CH4/CO2 analyzer was deployed during the summer 2014 flights and a new Picarro CH4/CO2/CO analyzer was deployed during the FLAGG-MD flights in winter 2015.  Biogenic CO2 uptake and enhanced CH4 in the mixing layer in summer flights were observed, while both enhanced CO2 and CH4 levels were observed downwind of the urban area in the mixing layer.
· Investigation of ethane and other VOC concentrations in Baltimore Washington region shows an ethane to methane ratio (i.e., slope) ~3.3%, while this ratio is ~4.5% in natural gas delivered to the Baltimore-Washington area.

Overview
In summer 2014, the University of Maryland used the Cessna 402B provided by the University Research Foundation (URF) to conduct summer research flights, taking in situ aerosol measurements in support of the calibration and validation of the GOES EAST Aerosol/Smoke Product (GASP) and the Suomi National Polar-orbiting Partnership (NPP) Visible Infrared Imaging Radiometer Suite (VIIRS) as well as to make gas-phase measurements.  We flew over two spiral locations over the Massey Aerodrome in Millington, MD (called MD1, 39.299˚N, 75.799˚W) and Horn Point in Cambridge, MD (called MD18, 38.588˚N, 76.141˚W). Totally 17 science flights were conducted in summer 2014.  On each flight day, we typically conducted a morning flight between ~09:00 and 11:00 and an afternoon flight between ~13:00 and 15:00 EDT.  Parameters measured included ozone (O3), carbon monoxide (CO), sulfur dioxide (SO2), nitrogen dioxide (NO2), light scattered by particles at 450, 550 and 700 nm, light absorption, absorbing carbon mass, temperature, pressure, relative humidity, wind speed and wind direction, and GPS position and altitude.  
The main objective of these summer flights was to link the satellite-observed aerosol optical depth (AOD) to the surface particulate matter (PM).  Meanwhile gas-phase air pollutants including O3, SO2, CO, and NO2 were also measured, so we can look at the spatial and temporal variations of these gas-phase pollutants during the flights. Because the satellites we wanted to validate cannot see through clouds, we had to conduct the flights under moderate pollution with relatively clear sky.  This also allowed us to improve our knowledge of the relationship between satellite aerosol optical depth and surface PM2.5 by adding relatively clean days to what had been a data set entirely dominated by very dirty days in the past. 
In winter 2015, we conducted 14 flights in the Baltimore-Washington area to characterize greenhouse gas emissions from this area.  Besides the deployment of a Picarro that measures CH4, CO2, CO, and H2O in the air, parameters measured also included ozone (O3), carbon monoxide (CO), sulfur dioxide (SO2), nitric oxide (NO), nitrogen dioxide (NO2), light scattered by particles at 450, 550 and 700 nm, light absorption, absorbing carbon mass, temperature, pressure, relative humidity, wind speed and wind direction, and GPS position and altitude.
 
4.1. Overall Ozone Levels in Summer 2014 and Winter 2015

The overall measured ozone concentrations measured in summer 2014 are plotted along the flight tracks (Figure 4.1).  Ozone levels in summer 2014 were not particularly high and there were only five ozone exceedance days in 2014, mainly due to a cooler summer in 2014: only 10 days reached 90°F or greater, less than half of normal.  On the days we flew, the highest ozone concentrations up to 100 ppb were observed over the Chesapeake Bay and Western Shore on August 5, 2014, discussed further in Section 4.2. 
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Figure 4.1.  Overall ozone levels along the flight tracks during the flights in summer in 2014.  

Wintertime ozone was generally much lower than the summertime due to lower photochemical activity (Figure 4.2).  Only up to 65 ppbv of ozone levels were observed during the winter flights.  Ozone levels in cleaner air masses, e.g., outside of the urban plumes, were usually higher than those inside the urban plumes (Figure 4.2) due to O3 titration by NO in the urban plumes.
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		Figure 4.2.  Overall ozone levels along the flight tracks during the flights in winter 2015.  

4.2. Enhanced Ozone Levels near the Chesapeake Bay Area
High ozone concentrations up to 100 ppbv were observed during the afternoon flight on August 5, 2014 (Figure 4.3).  On August 5, on the way we flew back to the Fort Meade airport when we were flying at ~2000 ft., ozone concentrations started to increase from ~60-70 ppbv after we crossed the Chesapeake Bay and remained at ~100 ppbv over the Western shore and then dropped down to 80-90 ppbv just before landing at the Fort Meade airport.  Interestingly high ozone was not observed on the ground (this was not an ozone exceedance day) on August 5, 2014, indicating such a surface observation would raise the 8-hour average for both the Baltimore and DC forecast regions above 75 ppbv.
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Figure 4.3.  Observed ozone during two flights on August 5, 2014.  Ozone levels are color coded along the flight track.

4.3. Overall SO2 Levels during the Flights
As in summer 2014, low levels of SO2 were generally observed for the most periods of the summer 2014 flights.  This is attributed to the emission control of power plants and other emission sectors in recent years.  Slightly elevated SO2 concentrations up to ~0.6 ppbv on average were observed at the bottom of morning spirals.   
However, during FLAGG-MD in winter 2015, SO2 concentrations up to ~16 ppbv (5-second average) were observed downwind of power plant plumes (Figure 4.4).  Wintertime SO2 concentrations were much higher than those in summer, mainly because of less mixing of the plume with high SO2 levels and slower chemical oxidation downwind of the plumes.   
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Figure 4.4.  Enhanced SO2 levels observed in the Baltimore-Washington area during FLAGG-MD in February 2015.  Four asterisks show the locations of four major power plants in the region. 


4.4. Overall NOx Levels during the Winter Flights
During FLAGG-MD in winter 2015, NO concentrations up to ~10-15 ppbv (1-second average) were observed downwind of urban plumes (Figure 4.5).  Even higher NO levels were observed directly in power plant plumes.  Wintertime NO concentrations are higher than those in summer, mainly because of less mixing of the plume with high NO levels and slower removal rates.
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Figure 4.5.  Enhanced NO levels observed in the Baltimore-Washington area during FLAGG-MD in February 2015. 

NO2 concentrations up to ~10-15 ppbv (10-second average) were observed downwind of urban plumes and near the I-95 corridor during FLAGG-MD in winter 2015 (Figure 4.6).  Wintertime NO2 concentrations are higher than those in summer, mainly because of less mixing of the plumes with high NO levels and slower photolytic loss of NO2.
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Figure 4.6.  Enhanced NO2 levels observed in the Baltimore-Washington area during FLAGG-MD in February 2015.  Four asterisks show the locations of four major power plants in the region. 

4.5.  Measurements of CH4/CO2 in Summer 2014 and Winter 2015
	During the summer 2014 flights, a Los Gatos greenhouse gas analyzer that measures methane (CH4), carbon dioxide (CO2), and water vapor (H2O) in the air was added to the existing measurement package.  The purpose of this deployment was to test the feasibility of this new instrument to be used on an aircraft for future flights in which greenhouse gas measurements are needed.
	Vertical profiles observed during the two flights show that CH4 concentrations were higher in boundary than in the free troposphere, suggesting significant anthropogenic emissions of CH4 from the surface, especially in the morning when the boundary layer was low.  Observed vertical profiles of CO2 during the two flights show that CO2 concentrations were lower in boundary than in the free troposphere, suggesting significant biogenic uptake of CO2 near the surface, especially in the afternoon, when plant photosynthesis reached to the maximum.
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Figure 4.7.  Vertical profiles of CH4 and CO2 during the afternoon spirals over MD1 in Millington, MD on July 17, 2014.

Enhanced CO2 and CH4 levels were observed downwind of the urban area within the mixing layer, as shown in Figure 4.8, while above the mixing layer top at ~5000-6000 ft., both CH4 and CO2 concentrations dropped to the levels close to the global background concentrations.  Even though the concentrations of CH4 and CO2 were generally constant in some vertical profiles within in the mixing layer, there were some vertical variations observed in other vertical profiles, indicating that the boundary layer in wintertime is not well mixed at certain locations. 
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Figure 4.8. CH4 (left) and CO2 (right) vertical profiles during FLAGG-MD over 3 different locations in the Baltimore-Washington area on February 25, 2015.

4.5.  Ethane to Methane Ratio during winter 2015
During FLAGG-MD in winter 2015, we collected some whole air samples during the flights and measured VOC species in the samples.  Investigation of ethane and other VOC concentrations in the Baltimore-Washington region shows an ethane to methane ratio (i.e., slope) was ~3.3%, while this ratio is ~4.5% in natural gas delivery system in the Baltimore-Washington area, indicating that air masses with lower ethane to methane ratios might be mixed the urban plumes before they were sample by the aircraft.  Biogenic sources of methane produce very little ethane.
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Figure 4.9. Left: locations and ethane concentrations of grab cans collected during FLAGG-MD in winter 2015.  Right: ethane versus methane in the grab samples.  An ethane to methane ratio (i.e., slope) of 3.3% was obtained.


4.6. Tasks and Deliverables
	Final data have been posted to the UMD RAMMPP website in CSV and ICARTT formats.  Photos are now taken via a small webcam mounted on the instrument rack looking out over the wing of the aircraft for every minute of each flight.  These files take up considerable space, but are available upon request.  The results from the analysis of measurements have been presented at every RAMMPP quarterly meeting.  This report serves as the final written report. 

Task 1:  Report with analysis of aircraft data and other measurements showing pollution transport into Maryland and local production.
In FY2014, all summer flights were mainly focused on the NOAA satellite validation and we did not conduct any flights focusing on the pollution transport into Maryland.  However, based on the previous aircraft measurements and modeling work, we think there is good chance for ozone precursors transported into Maryland and good places to measure aloft SO2, NO2, PM2.5, SOA, and ozone are the upwind area of Baltimore/Washington (e.g., near the western MD border) and the downwind area of Baltimore/Washington (e.g., over the Bay and Eastern Shore) in prevailing west flow.  A good way to characterize the aloft air pollutants is to measure various vertical profiles in these two upwind and downwind areas.  We will continue doing some of this kind of profiling in the flights to be conducted in August/September 2015.
 
Task 2:  Report on ozone exceedances and the use of data and models to evaluate the lifetime of NOx and related species to show source contributions the spatial scale of ozone events.
Heather Arkinson has presented at quarterly meetings preliminary calculations of ozone production rates coupled with back trajectories to determine sensitivities to precursors and sources.  Meanwhile we have started the box modeling work for DISCOVER-AQ 2011 and initial data analysis suggests that higher ozone production, P(O3), occurred at sites near Baltimore and Washington urban center and the highest ozone production occurred in the morning when ozone production is sensitive to VOC.  Further data analysis including the ozone production and its sensitivity to NOx and VOCs over 6 ground sites where the NASA P-3 conducted spirals over these sites. 

Task 3:  Report with analysis of ozone and other pollutants in terms of temperature dependence and CPF. 
The role of temperature was investigated by He et al. (2013) who showed that the slope d[O3]/dT depends on NOx emissions.  Prior to the NOx SIP call that slope was ~3 ppb/K and fell to ~2 ppb/K afterwards.  He et al. showed that as much as half of this could be due to increased power plant emissions on hot days.  The increase in temperature over the next decade will then lead to an increase of less 1 ppb O3; over longer time periods, the impact will be greater, but can be minimized by NOx controls.
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so as to simulate boundary layer processes accurately.
The domain with 1.33-km horizontal resolution covers
Washington, Baltimore, and the Chesapeake Bay and is
at a high enough resolution to simulate local-scale bay-
breeze events. Model-simulated fields were output
hourly. The North American Regional Reanalysis is
used for the model initial and outermost lateral
boundary conditions. The water surface temperature in
the model is from the Multiscale Ultrahigh Resolution
sea surface temperature analysis, which has a resolution
of 0.018, or;1 km. The model is run with the Pleim–Xiu
surface layer scheme (Pleim 2006) and the Pleim–Xiu
land surface model (Xiu and Pleim 2001) to calculate
surface fluxes of heat, moisture, and momentum; the
Asymmetric Convective Model 2 (ACM2; Pleim 2007)
to compute mixing in the PBL; theWRF single-moment
six-class microphysics scheme (WSM-6) to calculate
water vapor, cloud water, rain, cloud ice, snow, and
graupel (Hong and Lim 2006); and the Kain–Fritsch
convective parameterization to simulate subgrid clouds
and vertical transport within them (Kain 2004). The
convective parameterization is only turned on in the
domains with 36-, 12-, and 4-km horizontal resolution.
Nudging of winds, temperature, and moisture was
performed for the outermost domain following rec-
ommendations described in Gilliam and Pleim (2010).
Gravity waves and vertical velocity damping at the top
of the model domain are used as described in previ-
ous work (Loughner et al. 2011; Klemp et al. 2008;
Skamarock et al. 2008).



b. Air-quality model description



The CMAQ model is used to investigate how the bay
breeze influences pollutant transport and the formation
of ozone. Here, the model is run with the following user



options: 1) the Carbon Bond-05 (CB05) gas-phase
chemical mechanism (Yarwood et al. 2005), 2) CMAQ’s
fifth-generation modal aerosol model (aero5), 3) ACM2
for calculating vertical diffusion, 4) the Asymmetric
Convective Model (ACM; Pleim and Chang 1992) for
computing convective mixing and containing the het-
erogeneous chemistry scheme in CMAQ, and 5) the
Models-3 Dry Deposition (M3DRY) scheme for calcu-
lating dry deposition (Pleim et al. 2001). Chemical initial
and boundary conditions come from a Model for Ozone
and Related Chemical Tracers, version 4 (MOZART-4),
simulation (Emmons et al. 2010). CMAQmodel output is
saved as hourly averages. The emissions used in the
CMAQ simulation are described in the appendix.



3. Observations



Surface meteorological and trace-gas surface obser-
vations are used to assess the impact of the bay breeze
on surface air quality. Both 2-m temperature and 10-m
wind speeds were observed by the National Weather
Service, and surface ozone concentrations were mea-
sured by theMarylandDepartment of the Environment,
District of Columbia Department of the Environment,
Virginia Department of Environmental Quality, and
Delaware Department of Natural Resources and the
Environment. Ship observations were made on board
the National Oceanic and Atmospheric Administration
(NOAA) Small Research Vessel R8501 (SRVx; NOAA
Marine Sanctuaries Program) as part of the GeoCAPE-
CBODAQ field campaign. The ship was equipped
with a Thermo Environmental Instruments, Inc., model
49 UV photometric ozone (O3) analyzer. The model
49 O3 analyzer determines ambient concentration by
measuring the attenuation of UV radiation at 254 nm.



FIG. 1. Diagram showing (left) the four modeling domains and (right) the two innermost domains. The four domains
have horizontal resolutions of 36, 12, 4, and 1.33 km.
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A time series of CMAQ-simulated ozone maps at the
surface reveals that the highest surface concentrations
in the Washington and Baltimore metropolitan areas
were located near the bay-breeze convergence zone af-
ter the early formation of the bay breeze (Fig. 10; 1200–
1800 EDT). In addition, ozone maps at about 1.5 km
AGL show that increased ozone concentrations aloft
originated near the bay-breeze convergence zone during
the early afternoon (Fig. 10; 1400–1800 EDT). The high
levels of ozone and its precursors were then transported
downwind to the east-northeast. It can be seen that
CMAQ simulated high ozone concentrations aloft over
areas with low surface ozone concentrations north of the
Chesapeake Bay (Fig. 10; model simulations for 1600
and 1800 EDT), which is also shown in CMAQand P-3B
comparisons (Fig. 7).
A back trajectory was calculated to investigate



where the high pollution concentrations at 1.5 km over
Edgewood originated, and a forward trajectory was
calculated to determine where this plume was trans-
ported (Fig. 11). The domain with 4-km horizontal res-
olution was used because it has more area than the
domain with 1.3-km horizontal resolution yet the
resolution was high enough to capture the local-scale
bay-breeze circulation. Kinematic three-dimensional
backward and forward trajectories from Edgewood ini-
tialized at 1.5 km AGL at 1600 EDT show that the air
parcels originated in the boundary layer west of the bay-
breeze front at 1400 EDT, traveled northeast over
Edgewood at 1600 EDT above the PBL, and entered
southern New England by 0200 EDT the next day
(Fig. 11). The trajectory exited the 4-km domain after



0300 EDT. Cross sections of ozone and carbon monox-
ide along the trajectories show high pollutant concen-
trations throughout the boundary layer between 1400
and 1500 EDT, which was when the back-trajectory path
was within the boundary layer near the bay-breeze front
(Figs. 12 and 13). The cross sections show increased
pollution aloft (from 500m to 2 km in altitude) from



FIG. 4. (left) Observed and (right) CMAQ-simulated maximum surface 8-h-average ozone on 11 Jul 2011. CMAQ
results are from the 1.33-km-horizontal-resolution domain.



FIG. 5. Map showing the location of the ship dock and the six
stations (1–6) to which it went on 11 Jul 2011. Also shown is the
flight path of the NASA P-3B on 11 Jul 2011, the locations where
the plane spiraled over monitoring sites, and the location of
Washington and Baltimore. The P-3Bmade two clockwise circuits,
as depicted by the arrows.
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