
936 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 47, NO. 3, MARCH 2009

Developing Algorithm for Operational GOES-R
Land Surface Temperature Product
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Abstract—The Geostationary Operational Environmental Sa-
tellite (GOES) program is developing the Advanced Baseline
Imager (ABI), a new generation sensor to be carried onboard
the GEOS-R satellite (launch expected in 2014). Compared to the
current GOES Imager, ABI will have significant advantages for re-
trieving land surface temperature (LST) as well as providing qual-
itative and quantitative data for a wide range of applications. The
infrared bands of the ABI sensor are designed to achieve a spatial
resolution of 2 km at nadir and a noise equivalent temperature
of 0.1 K. These improve the imager specifications and compare
well with those of polar-orbiting sensors (e.g., Advanced Very High
Resolution Radiometer and Moderate Resolution Imaging Spec-
troradiometer). In this paper, we discuss the development of a split
window LST algorithm for the ABI sensor. First, we simulated
ABI sensor data using the MODTRAN radiative transfer model
and NOAA88 atmospheric profiles. To model land conditions, we
developed emissivity data for 78 virtual surface types using the
surface emissivity library from Snyder et al. Using the simulation
results, we performed regression analyses with the candidate LST
algorithms. Algorithm coefficients were stratified for dry and
moist atmospheres as well as for daytime and nighttime conditions.
We estimated the accuracy and sensitivity of each algorithm for
different sun-view geometries, emissivity errors, and atmospheric
assessments. Finally, we evaluated the most promising algorithm
using real data from the GOES-8 Imager and SURFace RADiation
Network. The results indicate that the optimized LST algorithm
meets the required accuracy (2.3 K) of the GOES-R mission.

Index Terms—Advanced Baseline Imager (ABI), Geostationary
Operational Environmental Satellite (GOES), land surface tem-
perature (LST), split window (SW).
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I. INTRODUCTION

LAND SURFACE temperature (LST), as a key indicator
of the Earth’s surface energy budget, is widely required

in applications of hydrology, meteorology, and climatology
[1], [2]. Satellite LSTs have been routinely produced from
imagery data of geostationary and polar-orbiting satellites. By
2010, more than 30 years of global satellite LST data will be
available, which will provide a rich archive with which climate
data records can be developed and analyzed for climate change
signals.

The National Oceanic and Atmospheric Administration
(NOAA) has operated the Geostationary Operational Environ-
mental Satellite (GOES) program for more than 30 years. From
the earliest days of the program, GOES imagery data were used
for a variety of tasks, such as tracking hurricanes and volcano
ash as well as deriving cloud drift winds and their tempera-
tures [3], [4]. Starting with the GOES-8 satellite, launched in
April 1994, many investigators have studied operational LST
algorithms for use with the Imagers [5]–[8]. Although the spa-
tial resolution (up to 4 km) of the current Imager is significantly
lower than that of polar-orbiting satellite sensors (e.g., 1.1 km
for Advanced Very High Resolution Radiometer (AVHRR)
and 1 km for Moderate Resolution Imaging Spectroradiometer
(MODIS) of the Earth Observing System), the GOES Imagers
provide hourly measurements over the hemisphere which is a
unique data source for studies of the Earth’s diurnal variability.

NOAA is developing a new generation of GOES satellites,
the GOES-R series, which will provide timely and accurate
Earth surface measurements through an Advanced Baseline
Imager (ABI) [9]. Compared to the current GOES Imager, the
ABI’s performance will be more like that of polar-orbiting
satellite sensors, such as AVHRR, in terms of spatial resolution
(up to 2 km) and noise equivalent temperature (0.1 K in thermal
infrared channels). The ABI’s data refresh rate will be 5 min,
which is a significant improvement over the 15 min of the
GOES Imager.

The ABI sensor will have 16 channels over the visible and
infrared wavelengths. Channels 14 and 15, centered at the
wavelengths 11.2 and 12.3 μm, respectively, are most applica-
ble for land and sea surface temperature (SST) retrieval. These
bands are in the thermal infrared spectral range that features
high surface emission and atmospheric transparency [10]. As
noted in [11] and [12], the radiation signal difference between
the two channels provides a very good atmospheric correction,
a feature exploited by the split window (SW) class of LST
algorithms.
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TABLE I
CANDIDATE SW LST ALGORITHMS AS USED IN THIS STUDY. EACH CANDIDATE ALGORITHM CONSISTS OF TWO PARTS: 1) THE BASE SW ALGORITHM

AND 2) THE ADDED PATH LENGTH CORRECTION (THE LAST TERM IN EACH ALGORITHM). THE BASE ALGORITHMS ARE ADAPTED FROM THE

PUBLICATIONS LISTED UNDER “REFERENCE FOR BASE ALGORITHM,” WHILE THE PATH LENGTH TERM WAS ADDED

IN THE PRESENT STUDY TO PROVIDE IMPROVED ANGULARLY VARYING ATMOSPHERIC CORRECTION

In this study, we attempted to determine an optimal LST
algorithm for the ABI sensor. Specifically, we sought to identify
an SW LST algorithm that is not just suitable for the GOES-R
program but to serve the long term data record needs for climate
change study [13]. That said, the developed algorithm should
be applicable to the polar-orbiting satellite sensor, and the
GOES-R LSTs should be consistent with the LSTs produced
from the polar-orbiting satellite data [14].

The outline of this paper is as follows. In Section II, we
describe the SW LST algorithms evaluated in this study.
In Section III, we test and analyze the algorithms using
MODTRAN radiative transfer simulation model and evaluate
a selected algorithm using GOES-8 Imager data and ground
measurements. The results of the simulation test and analyses,
and the corresponding satellite and ground data comparisons,
are presented in Section IV. The discussion of issues and
considerations are given in Section V. Finally, we present
concluding remarks in Section VI.

II. CANDIDATE ALGORITHMS

Satellite LST retrievals are usually performed in thermal
infrared bands where the surface emission reaches its
maximum; yet, atmospheric absorption is small. Although
several other methods have been published (e.g., [15] and [16]),
the SW method is most frequently used. McMillin [17] found

that the atmospheric absorption in thermal wavebands could
be corrected using the signal difference between two adjacent
channels. This “SW” technique has been successfully applied
for SST for more than 20 years. Its use for land has lagged that
for oceans given the additional challenges in characterizing
land surface emissivity. Nevertheless, the SW technique is
a good choice for GOES-R since it is simple and robust for
operational use yet is sufficiently accurate to meet mission
requirements [18].

We considered nine SW LST algorithms from the literature
[14], [19]–[28] and adapted these (Table I) to be candidate
algorithms for the ABI. Each algorithm consists of a “base” SW
algorithm plus a path length correction. The base algorithms
represent those adapted from the literature. We added a path
length correction, which is the last term in each algorithm,
for additional atmospheric correction [12], [29]. Geometric
analysis shows that the atmospheric path length at 60◦ of the
satellite zenith angle is about two times larger than at the nadir.
Yu et al. [14] showed that, if an algorithm’s coefficients are
determined for typical column water vapor amounts, algorithm
accuracy can degrade significantly at large view angles unless
a corrective term is applied. Therefore, we used the term
(T11 − T12)(sec θ − 1) for path length correction. A detailed
description of this term is in [14].

Note that, within the GOES-R program, potential LST re-
trieval approaches must use emissivity data determined a priori
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[18]. Some SW LST algorithms (e.g., those of [5], [6], and
[21]) use such emissivity information indirectly through the
use of different coefficient sets determined for different land
surface types. However, such approaches cannot readily address
within-class variability which can be as great as or greater than
between-class variability. Therefore, we chose to consider only
emissivity explicit algorithms (i.e., those with spectral emissiv-
ity specified as an independent variable) since these allow the
easy incorporation of updated emissivity (or land cover) maps
[e.g., annual maps from the Earth Observing System/MODIS
or the planned updates from National Polar-orbiting Opera-
tional Environmental Satellite System/Visible/Infrared Imager
Radiometer Suite (VIIRS)]. These also permit emissivity maps
that address within-class variability [30] and could potentially
use emissivity databases that include directional variability [31]
should they become available in the GOES-R era.

III. ALGORITHM SELECTION

To select a suitable algorithm for the GOES-R ABI, we
analyzed the accuracy and sensitivity of the aforementioned
SW algorithms using a comprehensive simulation data set.
The accuracy of the best performing algorithm was further
studied using ground LST data from the SURFace RADiation
(SURFRAD) network data and corresponding GOES-8 satellite
data. We discuss these two analysis approaches in the following
sequence.

A. Simulation Model and Processes

The MODTRAN atmospheric radiative transfer model [32]
has been widely used in satellite remote sensing studies.
MODTRAN is a moderate spectral resolution model up to
cm−1 in frequency. We used MODTRAN version 4, reversion 2,
released in 2000.

We varied MODTRAN’s model atmosphere using 126 at-
mospheric temperature/water vapor profiles: 60 for daytime
and 66 for nighttime. The profiles were determined from
cloud-free radiosonde data available from the Cross-track In-
fraRed Sounder F98-Weather Products Test Bed Data Package
(NOAA88, Rev. 1.0). The profiles represented a variety of
atmospheric conditions, spanning a column water vapor range
from 0.2 to 7.5 g/cm2 and a surface air temperature range from
240 K to 306 K. The profiles are fairly evenly distributed over
their ranges as shown in Fig. 1. The profiles spanned a latitude
range from 60◦ south to 70◦ north.

To simulate a wide range of environmental conditions using
a limited profile set, we followed Yu et al. [31] and varied
the prescribed LST for each profile in a range as Tair − 15 <
LST < Tair + 15 K, where Tair is the surface air temperature of
the profile, with a 1-K increment. The ±15-K difference range
includes most, but not all (e.g., some semiarid environments
in some situations), conditions in nature. For each prescribed
LST, we iterated the prescribed sensor view zenith angle
from 0◦ to 70◦.

To address natural land variability, we generated top-of-
atmosphere radiances for 78 land cover cases as represented
by different spectral emissivity pairs (i.e., sets of 11.2- and
12.3-μm emissivity values). We determined the pairs using the
emissivity classification data of Snyder et al. [33]. Of those,

Fig. 1. Water vapor and surface air temperature distribution of the
126 atmospheric profiles used in the simulation analyses.

Fig. 2. Distribution of emissivity values at the ∼11- and ∼12-μm spectral
channels. A total of 78 emissivity pairs were used in the simulation and
regression analyses.

14 represent the means of Snyder’s 14 surface classes, and
12 are those values combined with the estimated uncertainties
(duplicates were eliminated). To specify additional cases, we
recombined the 11- and 12-μm emissivity values and con-
structed an additional 52 “virtual surface types.” Each virtual
surface type was carefully assessed manually against the vari-
ability in Snyder’s original samples to ensure that the virtual
types were realistic and yet had adequate variation. Fig. 2
shows the emissivity distribution of the 78 virtual surface types.
Following most prior studies in the literature, we assumed
angularly isotropic emissivity. This stems from the relative lack
of information on emissivity directionality and, likely, does not
impact the results of the present study.

Upon simulating the top-of-atmosphere radiances, we deter-
mined the mean channel radiance by integrating over the sensor
spectral response function (SRF). The channel radiances were
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converted into corresponding brightness temperatures using the
Planck function. Because ABI is still in development, mea-
sured SRFs are not currently available. Instead, the GOES-R
Algorithm Working Group (AWG) has recommended a
“Gaussian Boxcar Hybrid” function as SRFs of the ABI for
corresponding algorithm development uses. We expect that us-
ing modeled, rather than measured, SRFs will not significantly
affect our results since Yu et al. [14] demonstrated that the SW
LST algorithms are not very sensitive to SRF variations in the
thermal infrared channels.

After running the MODTRAN simulations with iterations
of atmospheric profiles, surface temperatures, and view zenith
angles, we obtained 9840 daytime data pairs (where a “pair”
represents the prescribed LST and the associated modeled
brightness temperatures in ABI channels 14 and 15) and 10 660
nighttime data pairs for each emissivity value.

B. Regression Analyses

Because water vapor is the most significant atmospheric
absorber in the thermal bands, we stratified the simulation data
according to the water vapor content: 1) “dry” atmosphere,
where the total column water vapor is less than 2.0 g/cm2,
and 2) “moist” atmosphere, where the water vapor content
is larger than 2.0 g/cm2. Similar data stratification was used
in the official MODIS LST algorithm [19]. The stratification
acknowledges the capacity of warm atmospheres to hold more
water vapor, as shown in Fig. 1, and the degradation of LST
algorithm performance with increasing water vapor.

Due to significant differences in the discontinuity between
LST and air temperature, during daytime and nighttime, many
LST retrieval algorithms (or accompanying coefficient sets)
were specified uniquely for daytime or nighttime use. We also
performed regressions separately for the daytime and nighttime
data sets. In addition, to better simulate real satellite data,
we added Gaussian-distributed random noise to both the sim-
ulated brightness temperatures and surface emissivity values.
The standard deviations (STDs) of the sensor noise equivalent
delta temperature (NEDT) and the surface emissivity noise are
0.1 K and 0.005 (unitless), respectively. The NEDT value is
the design requirement for ABI in channels 14 and 15; the
emissivity noise STD is 2.5 times the digitization error of the
MODIS emissivity product, which will be a resource in the ABI
LST derivation.

Before conducting regression analysis with the simulated
data and candidate algorithms, we also considered the natural
Gaussian-like distribution of land surface and surface air tem-
peratures as noted by Justin et al. (NGST technical report,
personal communication, 2006). That report used National
Centers for Environmental Prediction and European Center for
Medium-range Weather Forecasts data sets for VIIRS LST
algorithm analysis. We therefore applied a Gaussian function to
filter the simulation data before running the algorithm regression
process. Fig. 3 shows the filtering results for the daytime data
set. A similar process was applied on the nighttime data set.

C. Sensitivity Analyses

Two important error sources in LST retrieval are the surface
emissivity uncertainty and the atmospheric water vapor absorp-

tion. We therefore analyzed the sensitivities of the candidate
LST algorithms (Table I) to those two factors.

1) Emissivity Uncertainty: Analytically, the maximum LST
uncertainty δTs due to the emissivity uncertainty can be de-
scribed as

δTs =
√

δT 2
1 + δT 2

2 (1)

where δT1 and δT2 represent the 11- and 12-μm band uncertain-
ties resulting from the uncertainties of the mean emissivity (ε)
and emissivity difference (Δε), respectively. Using algorithm 7
(Table I) as an example, these two components are

δT1 =
(

A3 −
A4

ε2

)
δε δT2 =

A4

ε
δ(Δε). (2)

Therefore, the maximum LST uncertainty for algorithm 7 is

δTs =

√((
A3 −

A4

ε2

)
δε

)2

+
(

A4

ε
δ(Δε)

)2

. (3)

Considering that ε = (ε11 + ε12)/2 and Δε = (ε11 − ε12) and
assuming that the emissivity uncertainties in each band are the
same, i.e., δε = δε11 = δε12, the maximum uncertainty of the
emissivity difference is δ(Δε) = |δε11| + |δε12| = 2δε. Thus,
the LST uncertainty δTs due to the emissivity uncertainty can
be calculated using the equation previously shown.

2) Water Vapor Uncertainty: Stratifying our regressions by
water vapor regime, we assume that water vapor content can
be well estimated a priori. In practice, water vapor information
is usually available from satellite soundings, ground radioson-
des, and/or operational numerical weather prediction model
forecasts. Nevertheless, two errors may occur. First, the water
vapor value may be mismeasured due to a variety of error
sources. Second, due to spatial resolution differences between
the ABI and water vapor data, both dry and moist atmospheric
conditions may occur within the unit spatial area over which the
water vapor was estimated (which may contain from several to
more than ten GOES-R pixels). Therefore, the coefficient set
of the LST algorithm for dry atmospheres may be incorrectly
applied in a moist atmospheric condition and vice versa. To test
the sensitivity of the algorithms to this error, we applied the
algorithm coefficient sets derived for moist atmospheres to dry
atmospheric conditions and vice versa.

In addition, the GOES-R sensor view geometry may have
significant impact on the variation of atmospheric absorption
due to the radiative transfer path length increase from nadir
to the edge of the scan. Considering that the altitude of
GOES-R satellite is about 36 000 km and the Earth radius is
about 6700 km, the relationship between the satellite zenith
angle (θ) and the satellite viewing angle (θv) is [6]

sin θ =
Satellite Altitude + Earth Radius

Earth Radius
sin θv

≈ 6.37 sin θv. (4)

Therefore, the maximum satellite viewing angle (about 8.7◦)
corresponds to 74.48◦ of view zenith angle. Such a large view
zenith angle may have great impact on LST retrieval since, for
instance, when the zenith angle is increased from 0◦ to 60◦,
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Fig. 3. Daytime simulation data distribution in terms of the land surface and surface air temperature differences (Ts - Ta). (Upper panels) The original simulation
data are pretty much evenly distributed in a range of the temperature differences. The filtered data for both the (left) dry and (right) moist atmospheres are shown
in the bottom panels.

the atmospheric path length is doubled. We therefore assessed
candidate algorithm sensitivity to the varying zenith angles
using the simulation data sets.

D. Ground Evaluation

To evaluate the best performing GOES-R LST algorithm, we
collected ground LST data estimated from SURFRAD stations
and the corresponding GOES-8 Imager data. The GOES-8
Imager provides an excellent proxy for GOES-R ABI since it
has similar channels at 11- and 12-μm wavelengths.

The SURFRAD network has been operational in the United
States since 1995. It provides high quality in situ measurements
of upwelling and downwelling radiation, along with other mete-
orological parameters. A detailed description of the SURFRAD
network and associated instrumentation can be found in [34]
and [35]. We used one year (2001) of SURFRAD data over

TABLE II
LOCATION AND SURFACE TYPES OF THE SIX SURFRAD SITES

six sites as described in Table II. Surface-type information for
the sites, which were used to estimate the surface emissivity,
was obtained from the University of Maryland (UMD) land
classification data set [36].

The SURFRAD ground LST values were calculated from
upwelling and downwelling radiation measurements obtained
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by a precise infrared radiometer (PIR), in a spectral range from
3 to 50 μm. The SURFRAD PIR is calibrated annually using
a laboratory blackbody such that its measurement estimates
the total energy emitted from a blackbody rather than the
instrument limited spectrum [34], [35]. The surface radiant
exitance Φe can be estimated using

Φe = Φu − (1 − ε)Φd (5)

where Φu and Φd are the upwelling and downwelling fluxes,
respectively, and ε is the broadband surface emissivity [36],
[37]. The surface temperature Ts can be derived using
Stefan–Boltzmann equation

Φe = εσT 4
s (6)

where σ is the Stefan–Boltzmann constant which has a value of
5.67051 × 10−8 W · m−2 · K−4.

The emissivity in (6) was estimated by mapping the UMD
surface-type classification to the land surface emissivity classi-
fication of Snyder et al. The mapping method is described in
[31]. Note that the mapped emissivities are spectral emissivity
values at around 11 and 12 μm (the SW channels). We assumed
that the mean broadband emissivity of the channel emissivities
is applicable to (6); discussion of such assumption and possible
error may be found in [37].

The SURFRAD measurements are effectively point measure-
ments, as we did not attempt to mathematically scale their
value to areas commensurate with GOES-8 imagery pixels.
This disparity can lead to both systematic and nonsystematic
differences between GOES-8 and SURFRAD values for the
same time. This problem is reduced for homogeneous areas;
however, we did not quantitatively assess the homogeneity of
these sites for this study.

The GOES-8 Imager data was provided by the GOES-R
AWG proxy data team. It is 4 km in spatial resolution and 1 h
in temporal resolution. In this study, we selected the Imager
pixels that were spatially nearest to the SURFRAD locations.
In the time domain, we used only the SURFRAD values that
were closest to the GOES-8 measurements. The maximum
temporal difference between the SURFRAD and the satellite
measurements was less than 2 min since the SURFRAD daily
files provide measurements every 3 min.

An accurate cloud filter for the Imager data is critical to
reliable results. To minimize cloudy data, we performed a
manual cloud filtering procedure instead of using automated
cloud filtering algorithms. The approach included the manual
assessment of the following quantities:

1) channel 1 reflectance normalized by the cosine of solar
zenith angle;

2) channel 4 brightness temperature;
3) daily time series of solar irradiance measured at the

SURFRAD site;
4) daily time series of downwelling sky irradiance measured

at the SURFRAD site;
5) STD of 3 by 3 pixel channel 4 brightness temperatures;
6) difference between SURFRAD LST and the match-up

GOES-8 pixel channel 4 brightness temperature;

TABLE III
MATCH-UP DATA NUMBERS OF SURFRAD SITES

7) channel 4 and 5 brightness temperature difference of the
match-up pixel;

8) channel 4 and 2 brightness temperature difference of the
match-up pixel.

First, the images of channel 1 reflectance (center wavelength:
0.635 μm) and channel 4 brightness temperature (center wave-
length: 10.694 μm) were checked to determine if there was
any sign of clouds in the SURFRAD station pixel and its
surrounding area (about 0.5◦ by 0.5◦). In general, most clouds
cause enhanced reflectance and lower brightness temperatures
(except the low-level warm clouds) relative to the surface. Snow
conditions can be identified from image sequences, since snow
pixels generally tend to be static from one hour to the next hour
while clouds move.

Second, in general, if the channel 4 brightness temperature
is too low (less than 250 K), then most likely, the pixel is
under cloud influences. For a pixel to be considered “clear,”
the absolute difference of the channel 4 brightness temperature
and the SURFRAD LST should be, in general, less than 10 K.
For most clear skies, the STD of the nearby 3 by 3 pixel array
must be less than 1.5 K, although it maybe slightly higher
(e.g., 1.75 K) for sites like Boulder. In addition, the absolute
brightness temperature difference between channels 4 and 5
(center wavelength: 11.965 μm) and channels 4 and 2 (center
wavelength: 3.9 μm) should be, in general, less than 1.5 K, for
identifying the pixel as cloud free.

Apart from the satellite data, the SURFRAD ground mea-
surements were also used in the cloud filtering. For most cloud-
free (or cloudy) conditions, during daytime, the solar irradiance
temporal profile is a smoothly (or highly irregular) varying
curve, except when thin clouds occur which have very little
effect on the variation of solar irradiance. In most of these ex-
ceptional circumstances, the sky downwelling irradiance profile
shows enhancements which enable the detection of clouds.

We determined cloud conditions using all of the filters afore-
mentioned, although it was very time consuming. Note that,
during nighttime, only the infrared channels of the satellite
data and the downwelling sky irradiance of the SURFRAD
data were used for the cloud filtering. Table III indicates the
number of match-up data pairs (with both SURFRAD and
GOES measurements) for each site in each month of the year
2001. Except in March and July at site 1 (Pennsylvania State
University in State College, PA), each site/month/diurnal phase
combination is well represented (at least nine observations,
typically many more).

Authorized licensed use limited to: IEEE Xplore. Downloaded on March 6, 2009 at 17:29 from IEEE Xplore.  Restrictions apply.



942 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 47, NO. 3, MARCH 2009

Fig. 4. Scatter gram plots of the regression results for the dry atmosphere (daytime). STD errors of the regression are given in each plot.

Finally, to estimate LST from the GOES Imager data,
we used the LST algorithm which performed best in the
MODTRAN simulation analyses described previously. As be-
fore, we used algorithm coefficients determined through regres-
sion with the MODTRAN simulation data set and the GOES-8
Imager SRFs.

IV. RESULTS

For determining the most suitable ABI LST algorithm, we
compared the performance of the algorithms listed in Table I
for dry and moist atmospheric conditions as well as for daytime
and nighttime scenarios. The performance is assessed by con-
sidering the algorithm accuracy and sensitivity. The SURFRAD
evaluation for the best performing algorithm was used to deter-
mine of the algorithm would meet GOES-R requirements.

TABLE IV
STD ERRORS (KELVINS) OF THE REGRESSION ANALYSIS

A. Algorithm Accuracy

For each of the nine algorithms, we calculated the bias and
STD of the regressions. Fig. 4 shows the scatter plots of the
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Fig. 5. Histogram plots of the regression results for the dry atmosphere (daytime). Tss is the retrieved LST, and Ts is the true LST. STD of the difference and
mean difference of the regression are given in each plot.

regression results for the daytime dry atmosphere cases. It
indicates that all algorithms perform well for an LST range
from about 255 K to 305 K. The STD of the differences between
the prescribed LSTs and the retrieved LSTs ranged from 0.35 K
(algorithms 1, 3, 4, 7, 8, and 9) to 0.47 K (algorithms 2 and 5).
Similar accuracy is observed for the moist atmosphere cases,
where the STD ranged from 0.65 K (algorithm 9) to 0.75 K
(algorithms 2 and 6). For the nighttime cases, similar regression
accuracies are observed. STDs of the algorithms under different
atmospheric conditions are listed in Table IV.

To have a closer look at error distributions, we produced
histogram plots of the regression fits. Fig. 5 shows an example

for the daytime dry atmosphere cases. All the histogram plots
reveal that there is no significant bias in any of the algorithms,
and the error distributions are fairly symmetric (Gaussian-
distribution-like) around zero. That means all algorithms per-
formed well, and the retrieval noise level (less than 1.0 K)
is smaller than the GOES-R mission requirements document
(MRD) requirement. Note that, since the regression bias is
zero for all the algorithms, the STD equals the accuracy of the
regression statistics. We therefore used the STD as the accuracy
metric in the simulation analyses.

Compared to the daytime algorithm performance, the
STD of the nighttime for the moist atmosphere cases is
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Fig. 6. Uncertainty of the retrieved LSTs along with the surface emissivity uncertainty. Daytime algorithms. In the plots, it is assumed that the mean emissivity
ε = 0.97, the emissivity difference Δε = 0.005, and the surface temperature is at about 298 K.

slightly worse for each algorithm. This is because the night-
time atmospheric profiles used in the simulation process are
moister than the daytime atmospheric profiles, as shown in

Fig. 1. For the dry atmosphere cases, the regression STD
of each algorithm is fairly similar between the daytime and
nighttime.
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Fig. 7. STD errors when algorithm coefficients are misused (daytime cases). The dashed lines (marked as Dry Atmosphere) represent the errors when the
coefficients derived for moist atmosphere are applied for the dry atmospheric LST retrieval; while the dotted lines (marked as Moist Atmosphere) represent the
errors when the coefficients derived for dry atmosphere are applied for the moist atmospheric LST retrieval.

B. Algorithm Sensitivity

Emissivity sensitivities of the algorithms were estimated
using (1) and are shown in Fig. 6, for the daytime cases. For
illustration purposes, we assumed that 1) the mean emissivity
(ε) and emissivity difference (Δε) are 0.97 and 0.005, respec-

tively, and 2) the brightness temperatures are 295 K and 294 K
for channels 14 and 15 of the ABI sensor, respectively. Results
show that the LST uncertainty (δT ) increases approximately
linearly, and that uncertainty can be significant (up to 3 K)
for fairly small uncertainty in emissivity. Thus, the algorithms
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are very sensitive to the emissivity error. Similar sensitivity
results were observed for the nighttime cases and, therefore,
are not shown here. Note, however, that the predicted LST
uncertainty calculated using (1) represents an extreme situation
where all of the emissivity errors worsen the LST retrieval (i.e.,
the errors always compound rather than cancel each other). In
practice, the final LST error may be significantly smaller, since
emissivity errors at each channel may cancel each other and the
temperature errors δT1 and δT2 may cancel each other.

In a relative sense, the sensitivity is lowest for algorithm 6,
followed by algorithm 2. This is because, in algorithms 2 and 6,
the emissivity difference (Δε) is not used, and the uncertainty
of Δε can be double that of the mean emissivity. This implies
that, to reduce the LST algorithm sensitivity to the emissivity
error, the emissivity difference should not be included in the
algorithm formulation. Note that emissivity sensitivity for the
dry atmosphere is higher than that for the moist atmosphere
since the LST algorithms for dry atmospheres are less affected
by the atmospheric absorption and, therefore, are more accurate
(Table IV).

The water vapor sensitivity of the algorithms is analyzed
for daytime and nighttime cases. Fig. 7 shows the daytime
cases as an example. In these cases, the STD is calculated
separately in each 10◦ range of view zenith angle from 0◦ to 70◦.
Note that, for all algorithms, the algorithm coefficients derived
for dry atmospheric conditions are more sensitive if they are
incorrectly used for the moist atmospheric conditions. This is
particularly true for the nighttime cases since they are moister
than the daytime cases. Furthermore, for the moist atmospheric
condition cases (the dotted lines), such water vapor sensitiv-
ity increases when the satellite zenith angle increases. This
is also because the atmosphere is getting moister when the
total column water vapor along the view path increases with
the increase of satellite zenith angle. For the dry atmospheric
condition cases (the dashed lines), the STD is significantly
increased (comparing to the values in Table IV), but it does not
increase with the view zenith angle. In fact, the STD of the LST
errors decreased (and is approaching the values of the moist
atmospheric cases in Table IV) when the zenith angle increases.
This implies that, even for the dry atmospheric conditions,
the coefficient set for the moist atmospheric condition may be
applicable when the satellite zenith angle is large.

Finally, the algorithm STD distributions with satellite zenith
angle are shown for the daytime cases in Fig. 8. It indicates
that, for the moist atmospheric conditions, the STD is getting
significantly worse when the zenith angle is larger than 45◦. For
dry atmospheric conditions, the increase in STD is insignificant.
Similar trends were observed for the nighttime cases.

Overall, similar water sensitivity was found in all the al-
gorithms, while algorithms 2 and 6 had significantly smaller
emissivity sensitivity than the other algorithms. Because sim-
plicity is an advantage in operational procedures, algorithm 6
was chosen for further evaluation.

C. Evaluation Using SURFRAD and GOES-8 Data

The cloud filtered match-up data pairs of the SURFRAD
ground LST and the GOES-8 satellite LST are compared with

different scenarios. First, Fig. 9 shows scatter plots of the GOES
LSTs (x-axis) versus the SURFRAD LSTs (y-axis) for all
match-up pairs; the six panels in the figure represent the six
SURFRAD sites. The root mean square (RMS) difference of
the SURFRAD LSTs and the GOES LSTs is smallest (1.39 K)
at Goodwin Creek and largest (2.52 K) at Desert Rock. In-
terestingly, the two sites also provide the smallest (0.18 K at
Goodwin Creek) and the largest (−1.10 K at Desert Rock) bias
of the two LST measurements. The RMS and the bias over all
sites are 2.15 K and −0.43 K, respectively. The LST range in
this comparison was from 250 K to 330 K, with a total of 11 761
measurement pairs.

The comparison was also performed separately on the day-
time and nighttime data and under dry and moist atmospheric
conditions, respectively. Results are listed in Table V. For
the daytime results in Table V, the smallest RMS (1.44 K)
is observed at site 3 (Goodwin Creek), while the largest RMS
(2.47 K) is observed at site 6 (Desert Rock). The overall RMS
and bias over the six sites are 2.12 K and 0.15 K, respectively.
For the nighttime results, the smallest RMS (1.36 K) is ob-
served at Goodwin Creek, while the largest RMS (2.56 K) is
observed at Desert Rock. The overall RMS and bias over the
six sites are 2.09 K and −0.65 K, respectively.

For the results of dry atmospheric conditions in Table V, the
smallest RMS (1.37 K) error was observed at Goodwin Creek,
while the largest RMS (2.51 K) error was observed at Desert
Rock. Desert Rock may act like a moister site than it is, because
it is always viewed from GOES-8 through a long atmospheric
path length (with satellite zenith angle 60.15◦). The overall
RMS and bias over the six sites are 2.17 K and −0.42 K,
respectively. For the results of moist atmospheric conditions,
the smallest RMS and bias (1.44 K and 0.03 K, respectively) er-
rors were observed at Boulder, while the largest RMS (2.74 K)
was observed at Desert Rock and the largest bias (−1.46 K) was
observed at site 2 (Bondeville). The overall RMS and bias over
the six sites were 1.98 K and −0.49 K, respectively.

Interestingly, the Desert Rock site consistently showed the
worst validation results while the Goodwin Creek site showed
the best results. The results over all six sites under different
atmospheric conditions (RMS of 2.15 K and bias of −0.43 K)
meet the GOES-R MRD requirement. As stated earlier, some
of this systematic performance difference may be related to
the degree of homogeneity over particular sites. The com-
parison of the point-scale SURFRAD values with GOES-8
pixels inevitably includes large uncertainties due to this scale
mismatch.

V. DISCUSSION

We note that all algorithms listed in Table I give similar
retrieval accuracy. This primarily indicates the accuracy lim-
itation of the current SW technique. The accuracy difference
between the moist and dry atmospheric conditions implies that
water vapor contamination is a major concern for the GOES-R
LST retrieval. The largest errors are expected with SW algo-
rithms when the atmosphere is moist, and the satellite zenith
angle is larger than 45◦. The accuracy of the retrieval under dry
atmospheric conditions is significantly better than that under
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Fig. 8. Daytime algorithm STD errors in different satellite view zenith angles.

moist atmospheric conditions. Similar results were observed
in [14].

Emissivity sensitivity is a more serious problem. First, com-
pared to water surface, thermal IR emissivity for most land
surface types varies considerably from unity. This is because
topographical and vegetation structural variability is compli-
cated, and satellite-sensed brightness temperatures over a given
target can differ significantly from one sun-view geometry to

another. Moreover, spatial heterogeneity over land is very large
compared to oceans, and a retrieved LST represents a complex
integration of the observed ensemble within a pixel. Finally,
spatial and temporal variation of atmosphere over land is almost
always greater than that over oceans.

More importantly, the emissivity effect is coupled with the
atmospheric absorption effect in the radiative transfer process;
while the atmospheric absorption effect is linearized in the SW
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Fig. 9. Scatter plot comparison of the GOES LST and the SURFRAD LST for all the match-up data in 2001, within six SURFRAD sites.

TABLE V
COMPARISON RESULTS (KELVINS) OF THE LSTS RETRIEVED FROM THE GOES-8 IMAGER AND THE SURFRAD

GROUND MEASUREMENTS. THE BIAS IS MEASURED AS THE SATELLITE LST MINUS THE SUFRAD LST

technique [10], [38], the emissivity effect cannot be similarly
linearized. A tradeoff in current SW applications occurs since
emissivity information improves retrieval accuracy, but inaccu-
rate emissivity information may induce significant error. It is
worth pointing out that the same conflict also occurs to those
SW LST algorithms, e.g., the LST algorithm developed for
the NPOESS Preparatory Project VIIRS sensors [29], which
stratify the algorithm coefficients for different land surface
types instead of using the emissivity information explicitly in
the algorithm. For such algorithms, the emissivity uncertainty
of a certain surface type may also induce significant LST
retrieval error.

Our results demonstrate that, although using both the mean
emissivity and the emissivity difference of the two thermal
channels provide the best retrieval accuracy, such algorithms
are too sensitive to the emissivity uncertainty and should not be
used in operational practice. As a compromise, we recommend

algorithm 6, which only requires the mean emissivity informa-
tion, as the Day 1 algorithm for generating the GOES-R LST
product.

Our evaluation results from the SURFRAD data indicate that
the accuracy of the derived LST algorithm meets the GOES-R
MRD requirement (less than 2.5 K). In a sitewise analysis,
however, for some sites under some atmospheric conditions, the
accuracies do not meet the requirement (Table V). In particular,
the data from Desert Rock (site 6) cannot meet the require-
ment for any atmospheric condition. The errors likely occur
from several sources. First, emissivity uncertainty is significant
since emissivity was estimated from the surface-type-emissivity
mapping. Note that the emissivity sensitivity of the satellite
LST retrieval is different from the emissivity sensitivity of the
SURFRAD LST estimation using (5) and (6); the mean spectral
emissivity is required in (6) while the spectral emissivity is
applied in the satellite LST retrieval. We assume that the effect
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of the emissivity uncertainty difference is large for the Desert
Rock site case. In contrast, the data from Goodwin Creek
(site 3) provided consistently good results, indicating that emis-
sivity uncertainty for the site is less significant. Goodwin Creek
may be a more uniform site (mostly forest) than the rest.

Second, the static emissivity information used here, both for
the satellite LST retrieval and the SURFRAD LST estimation,
may introduce errors. Land surface emissivity typically varies
along with seasonal vegetation growth and senescence and even
diurnal land surface moisture variation. Although few dynamic
emissivity maps currently exist and some are in development
[37], we recommend that dynamic emissivity information be
used for the GOES-R LST retrieval when available.

In addition, angularly anisotropy in surface emission may
have significant impacts in the LST ground evaluation process.
Note that the SURFRAD LST estimation using (5) and (6) is
based on a Lambertian assumption. It has been reported that
the “effective” surface emissivity for a satellite pixel varies
with view zenith angle due to the surface vegetation–soil
structure [39]–[41]. Such emissivity angular anisotropy may be
significant in the LST retrieval. Vinnikov et al. [42] reported
that LSTs observed from GOES-East and GOES-West may
be significantly different due to the view geometry differences
alone, and such LST differences vary diurnally and seasonally.

Finally, cloud contamination is still a difficulty in our evalua-
tion process even though we have applied a complicated manual
filtering process. Further improvement is possible as reported in
the study of Vinnikov et al. [42].

VI. CONCLUDING REMARKS

We have identified an LST retrieval algorithm for the GOES-R
mission that meets the required accuracy (< 2.3 K). It was
determined from nine candidate SW LST algorithms using
a comprehensive simulation database generated from the
MODTRAN radiative transfer processing tool. The algorithm
is consistent with the one recommended by Yu et al. [14] for
generating long term LST records from polar-orbiting satellite
sensors. It applies prescribed surface emissivity information
for specifying land surface types, view zenith angle for the
radiative transfer path correction, and split channel signals for
atmospheric correction. The algorithm was evaluated using one
year of ground measurements and GOES-8 satellite data.

Further studies are necessary to improve the algorithm. First,
due to the algorithm sensitivity, emissivity uncertainty is still
a main concern in the algorithm development. This is true not
only for the LST retrieval accuracy but also for a validation
process using systematically collected ground measurements
such as those from the SURFRAD network. Obtaining high-
quality land surface emissivity information is crucial for a
highly accurate satellite LST product.

Water vapor absorption is also an important concern, partic-
ularly when the view zenith angle is large or the atmosphere is
very moist. Although the SW technique corrects the water vapor
absorption using brightness temperature differences between
two adjacent thermal infrared channels, a better water vapor
correction method is desirable for LST retrieval under moist
atmospheres.

Finally, a comprehensive and credible ground validation
method is necessary for the GOES-R program. In preparing
a match-up satellite and ground measurement data set, there
are basically three difficulties: 1) high-quality cloud filtering
method; 2) accurate ground LST measurement; and 3) pixel-to-
point analysis. Improvements are needed in each area if we are
to confidently state and assess trends in the operational product
uncertainties.
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