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of oceanic origin and favors those of atmospheric origin. Cou-
pled model simulations in general agree with the distribution 
of anomalies of atmospheric and oceanic origin from reanaly-
ses. However, the lack of the feedback from the atmosphere to 
the ocean in the AMIP simulations reduces substantially the 
number of coupled anomalies of atmospheric origin and arti-
ficially increases it in the tropics while the number of those of 
oceanic origin outside the tropics is also augmented. Analysis 
of a single available 30-year hindcast surprisingly indicates that 
coupled anomalies are more similar to AMIP than to coupled 
simulations. Differences in the frequency of coupled anomalies 
between the AMIP simulations and the uncoupled reanalyses, 
and similarities between the uncoupled and partially coupled 
reanalyses, support the notion that the nature of the coupling 
between the ocean and the atmosphere is transmitted into the 
reanalyses via the assimilation of observations.

Keywords Ocean–atmosphere coupling · Coupled 
anomalies · Driver of coupled anomalies · SST · Vorticty · 
CMIP5

1 Introduction

The oceans and atmosphere form a coupled system that 
exchanges heat, momentum, and water at the air–sea inter-
face. Understanding these interactions is fundamental to 
realistically simulate climate variability and change. Cli-
mate and its variability are strongly influenced by the ocean 
and in particular the sea surface temperatures (SSTs). As 
such, SSTs are a source for potential predictability for 
climate fluctuations. The large-scale structure of the SST 
anomalies depends not only on large-scale atmospheric 
circulation and ensuing energy fluxes but also on heat 
transport by currents and vertical mixing (Ekman currents 

Abstract Identification of the driver of coupled anomalies in 
the climate system is of great importance for a better under-
standing of the system and for its use in predictive efforts with 
climate models. The present analysis examines the robustness 
of a physical method proposed three decades ago to identify 
coupled anomalies as of atmospheric or oceanic origin by ana-
lyzing 850 mb vorticity and sea surface temperature anomalies. 
The method is then used as a metric to assess the coupling in 
climate simulations and a 30-year hindcast from models of the 
CMIP5 project. Analysis of the frequency of coupled anoma-
lies exceeding one standard deviation from uncoupled NCEP/
NCAR and ERA-Interim and partially coupled CFSR reanaly-
ses shows robustness in the main results: anomalies of oceanic 
origin arise inside the deep tropics and those of atmospheric 
origin outside of the tropics. Coupled anomalies occupy similar 
regions in the global oceans independently of the spatiotem-
poral resolution. Exclusion of phenomena like ENSO, NAO, 
or AMO has regional effects on the distribution and origin of 
coupled anomalies; the absence of ENSO decreases anomalies 
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and pumping) as well as boundary layer depth (Deser 
et al. 2010). The coupling between SST anomalies and 
the overlaying atmospheric circulation varies geographi-
cally. For example, it has been shown that the extra-trop-
ical atmospheric circulation variability, which is intrinsic 
to the atmosphere, produces large-scale SST anomalies 
(e.g. Bryan and Stouffer 1991). However it has also been 
shown that large-scale atmospheric variability in the trop-
ics is largely the result of oceanic processes (Deser et al. 
2010). The misrepresentation of the forcing from the 
atmosphere to the ocean, or its omission as takes place in 
the type of simulations known as the Atmospheric Model 
Intercomparison Project (AMIP, Gates 1992), in which 
the atmosphere is influenced by observed SSTs but cannot 
change them, has important implications. Without account-
ing for this feedback from the atmosphere to the ocean, the 
thermal variance in both the ocean and the atmosphere is 
reduced (e.g., Barsugli and Battisti 1998) as is the predict-
ability skill in the midlatitudes’ atmosphere as a result of 
short-lived anomalies (Peña et al. 2004). In turn, a deficient 
representation of the coupling from the ocean to the atmos-
phere would result in a poor simulation of large scale cli-
mate variability in the tropics (Mo and Kalnay 1991). Thus 
it is clear that the ocean state and atmospheric circulation 
cannot be treated independently of each other without 
feedbacks.

The interactions between the ocean and atmosphere 
and their feedbacks help to define the climate and its vari-
ability. These interactions and feedbacks are largely related 
to changes in surface winds, surface evaporation, sea sur-
face temperatures, atmospheric convection, cloud cover 
and ocean dynamics. The feedbacks belong to two main 
categories: (1) the purely dynamical Bjerknes feedback 
relating surface winds to dynamical ocean adjustments 
(Bjerknes 1969), and (2) the thermodynamic feedbacks 
such as the wind-evaporation-SSTs (or WES: Xie and 
Philander 1994) and the cloud/water vapor—SST involv-
ing surface heat fluxes. Under the Bjerknes feedback an 
easterly wind anomaly along the equatorial ocean induces 
Ekman upwelling of cold water to the surface over the shal-
low mixed layer in the eastern portion of the domain; the 
upwelling of cold subsurface waters provokes an upward 
tilt of the thermocline, cools the ocean and suppresses 
convection over the eastern equatorial ocean which in turn 
helps to maintain the surface pressure gradient needed to 
sustain the easterly wind anomalies. Under the WES feed-
back on the other hand, a positive SST anomaly under east-
erly trade winds will induce a surface low pressure with 
westerly anomaly winds to its south and easterly anomaly 
winds to its north which will enhance the easterly trade 
winds to its north and will decrease them to the south of the 
initial positive SST anomaly. The increased trade winds to 
the north will cool down the SSTs by increasing latent heat 

flux while the decreased trade winds to the south will warm 
up the SSTs by decreasing the latent heat flux causing the 
initial positive SST anomaly to move to the south. In the 
case of a positive and negative SST dipole to the north and 
south of the equator, the WES feedback works to enhance 
the initial dipole. While the Bjerknes feedback can be seen 
operating zonally along the equatorial oceans, the WES 
feedback operates not only within the equatorial and tropi-
cal oceans but outside of them. While these feedbacks are 
often invoked to explain the ocean–atmosphere coupling 
within the tropics, their roles over the extratropics have 
been minimized, although not completely rejected, espe-
cially due to the lack of a strong relationship between local 
surface winds and SSTs to oceanic conditions. Instead, 
the ocean is seen as an integrator of the atmospheric syn-
optic weather over the extratropics responding sometime 
remotely to a tropical forcing or to changes in the gyre 
and thermohaline circulations. The present paper does not 
attempt to review the ocean–atmosphere interactions, but 
rather to use these local feedback mechanisms for context 
through which to examine the nature of the coupling. The 
paper by Wang et al. (2004) provides to the reader with a 
more detailed overview of ocean–atmosphere interactions.

Interactions between the ocean and the atmosphere are 
complex and occur on a wide range of spatial and tem-
poral scales. Both observations and models are important 
tools to identify and understand these interactions. With the 
development of reanalyses and coupled climate models it 
is becoming possible to not only assess the nature of these 
interactions but also assess to what degree these interac-
tions are present in observations, their realism in models, 
and the ways the couplings can be identified. Lead/lag cor-
relation between SSTs and atmospheric variables have been 
used previously to examine the origin of locally coupled 
anomalies (e.g., Peña et al. 2003; Kumar et al. 2013). Most 
notably, lead/lag correlations between SSTs and rainfall 
in the central Pacific allowed Kumar et al. (2013) to con-
clude that the nature of the coupling between the ocean and 
the atmosphere in this region is transmitted to the atmos-
phere via the assimilation of observed data in uncoupled 
reanalyses. In addition to reanalyses, it is also known that 
climate models display distinct behavior regarding the role 
of ocean–atmosphere interactions in generating climate 
variability. These models have ocean–atmosphere interac-
tions that allow them, with different degrees of accuracy, to 
simulate large-scale climate variability in the tropics (like 
ENSO—e.g. Bellenger et al. 2014), as well as extra-trop-
ical climate variability, which do not owe their existence 
to two-way ocean–atmosphere interactions (like the North 
Atlantic Oscillation, NAO—e.g. Davini and Cagnazzo 
2013). However, there is not a consistent way to identify 
and assess the direction of the forcing-response relationship 
or the nature of the ocean–atmosphere coupling (as it will 
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be referred to) in the current state-of-the-art global coupled 
models used in climate variability and change studies.

A simple and physically based method to identify the 
nature of the coupling between the atmosphere and the 
ocean was introduced by Kalnay et al. (1986) and later 
used by Mo and Kalnay (1991) and Peña et al. (2003). 
The method arose as coupled anomalies were identified in 
observations of the Pacific Ocean (Kalnay et al. 1986; Mo 
and Kalnay 1991). This method identifies the driver in the 
local coupling by checking whether a cyclonic vorticity 
anomaly is located above a cold ocean anomaly or above 
a warm ocean anomaly and is displayed schematically in 
Fig. 1 when horizontal advection is neglected as it is in this 
study; Mo et al. (1987) and Peña et al. (2003) showed how 
this method can be modified in order to include horizontal 
advection.

If the atmosphere drives the ocean (Fig. 1, top panels), 
a cyclonic atmospheric anomaly will induce divergence of 
the surface waters and upwelling of cold subsurface tem-
perature anomalies in the oceanic mixed layer driven by 
Ekman pumping. This circulation is associated with cloudy 
skies that reduce insolation of the surface and cool the 
ocean surface further. Conversely, an anti-cyclonic circu-
lation anomaly will induce convergence of surface waters 
and downwelling of warm SST anomalies in the oceanic 
mixed layer. This circulation is associated with clear skies 
that enhance insolation and warming of the ocean surface. 
These processes are similar to the initial setting of the 
anomalies in the Bjerknes feedback theory when surface 

wind anomalies drive SST anomalies due to Ekman pump-
ing. In this case where the atmosphere is forcing the ocean, 
the associated atmospheric conditions (cloudy vs. sunny) 
deepen the surface temperature anomalies forced by the 
anomalous circulation. In this way the atmospheric condi-
tions provide a negative feedback to the atmospheric cir-
culation driver since these conditions at the surface tend to 
induce the reverse circulations in the atmosphere.

On the other hand, when the ocean drives the atmos-
phere (Fig. 1, bottom panels) warm ocean anomalies will 
drive upward motion in the lower atmosphere by creating 
a low pressure zone, low-level convergence, a cyclonic 
circulation and cloud development. Cold ocean anomalies 
will oppositely drive downward motion in the lower atmos-
phere by creating a high pressure zone, low-level diver-
gence, an anti-cyclonic circulation and clear skies. This is 
similar to the WES feedback setting of the anomalies when 
the release of latent heat promotes surface divergence or 
convergence and the corresponding low level circulation. 
In this case when the ocean is forcing the atmosphere, 
the associated atmospheric conditions (cloudy vs. sunny) 
enhance the anomalous circulation initially forced by the 
anomalous ocean surface conditions. However, the atmos-
pheric conditions also provide a negative feedback to the 
ocean surface as they induce the reverse ocean surface tem-
perature anomalies. Thus, it is apparent that the feedback 
from the atmospheric conditions (cloudy vs. sunny) in the 
coupled anomalies of both atmospheric and oceanic origin 
tends to weaken the driver of the anomaly and strengthen 
the driven anomaly.

The main goals of the present analysis are (1) to extend 
the assessment made by Peña et al. (2003) of the robustness 
of this driver rule through the analysis of several different 
reanalyses and AMIP-style simulations, and (2) to assess 
the nature of the local ocean–atmosphere coupling in the 
climate and Earth system models that participated in phase 
5 of the Coupled Model Intercomparison Project (CMIP5, 
Taylor et al. 2011). The set of models from the CMIP5 pro-
ject provides a unique opportunity to contrast the statistics 
of coupled anomalies in both two and one-way interaction 
models, since fully coupled, AMIP-type simulations, and 
decadal predictions were carried out with the same models. 
The metric proposed by Kalnay et al. (1986) for identifica-
tion of the driver of the coupled ocean–atmosphere anoma-
lies could be a valuable tool not only to assess the degree of 
coupling in the state-of-the-art models (that are being used 
for climate variability and change projections) but also to 
diagnose the effect on the coupling of the atmospheric feed-
back on the ocean that is absent in the AMIP simulations 
and the extent of the 2-way coupling in decadal climate 
predictions. This metric is easy to calculate, reproduce and 
interpret, and can be applied to both the mean climate and 
climate variability providing a useful complement to other 

Fig. 1  Schematic diagram illustrating the proposed metric of the 
local dynamical ocean–atmosphere coupling assuming there is no 
horizontal advection. Upper panels show the cases when the atmos-
pheric circulation drives the ocean while lower panels show the cases 
when the surface temperatures of the ocean drive the atmospheric cir-
culation. It shows the relationship between slowly varying sea surface 
temperature anomalies and low-level atmospheric vorticity anoma-
lies. Adapted from Mo and Kalnay (1991)
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in-depth diagnosis tools. Similar results to those presented 
here have been obtained by BorzogMagham et al. (Manu-
script in preparation) who applied the Granger causality the-
ory to the same set of variables in order to statistically deter-
mine the driver of ocean–atmosphere coupled anomalies. 
Since the Granger causality theory is based on statistical 
information theory and does not require any a priori physi-
cal phase relationship between the variables the agreement 
of their results strongly supports the validity of the physical 
phase relationship shown in Fig. 1 to determine the driver.

The paper is organized as follows. Section 2 presents the 
datasets and models used and the method used to identify 
the nature (i.e., direction) of the coupling. Section 3 ana-
lyzes the coupling in several observationally based prod-
ucts and assesses the robustness of the results. Section 4 
analyzes the coupling in the simulations of the twentieth 
century climate from a selected group of models participat-
ing in the CMIP5 project, and in the available decadal hind-
cast. Section 5 presents a summary and conclusions of the 
paper.

2  Data sets and methodology

The present analysis uses SSTs and 850 mb vorticity at 
several temporal resolutions from observations, reanaly-
ses, and simulations of the twentieth century climate and 
a single 30-year hindcast from models participating in the 
CMIP5 project of the Intergovernmental Panel on Climate 
Change (IPCC 2013).

2.1  Observations and reanalyses

Observed SST datasets come from two different sources: 
the monthly U.K. Met Office’s Hadley Centre Sea Ice 
and Sea Surface Temperature dataset, version 1.1 (Had-
ISST1.1, Rayner et al. 2003), and NOAA’s daily Reynolds 
Optimum Interpolation Sea Surface Temperature Analy-
sis, version 2 (OIv2 SSTs, Reynolds et al. 2002). Three 
reanalyses products are used: the first generation NCEP/
NCAR reanalysis (Kalnay et al. 1996), the third generation 
reanalyses such as NCEP’s Climate Forecast System Rea-
nalysis (CFSR—Saha et al. 2010), and the European Cen-
tre for Medium-Range Weather Forecasting’s Atmospheric 
reanalysis (ERA-Interim—Dee et al. 2011). In the NCEP/
NCAR and ERA-Interim reanalyses global observed 
SSTs and sea–ice concentrations from several sources are 
used as boundary conditions for the atmospheric forecast 
model. In this way, these two reanalysis products of the 
atmospheric fields are done in an uncoupled mode. In the 
CFSR, on the other hand, the SST predicted by the ocean 
data assimilation model is relaxed towards the observed 
SSTs every 6 h to one-fourth of the daily analyzed value. 

In this other product, the reanalysis of the atmospheric 
fields is done in a weakly coupled data assimilation mode 
in which the analysis of oceanic and atmospheric compo-
nents are done separately, while the 6-h guess forecast is 
made based on a coupled model. In the reanalyses prod-
ucts some of the forecasted atmospheric variables are 
updated with observed values in the assimilation process. 
Monthly resolution data were obtained from all these rea-
nalyses but daily data were only obtained from NCEP/
NCAR reanalysis.

2.2  CMIP5 models and experiments

The CMIP5 model simulations of the twentieth century cli-
mate analyzed here are of two types: historical and AMIP. 
The historical simulations come from fully coupled ocean–
atmosphere climate models. The AMIP simulations, on the 
other hand, come from atmospheric models used in the his-
torical simulations that were forced with observed SSTs. 
In both cases simulations are run by imposing observed 
changing atmospheric composition (due to both anthro-
pogenic and volcanic influences), solar forcing, emissions 
or concentrations of short-lived species as well as natural 
and anthropogenic aerosols and land use change. The his-
torical simulations are usually started from multi-century 
preindustrial control (quasi equilibrium) integrations start-
ing around 1860. In addition, a 30-year hindcast initialized 
from a climate state in 1980 is analyzed (Taylor et al. 2011; 
Yeager et al. 2012).

Consistency between the SSTs and atmospheric condi-
tions in model simulations can be important for a proper 
capture of the air–sea coupling as different SSTs could get 
different atmospheric responses. On this regard, forcing 
atmospheric models with SSTs generated by the same cou-
pled model can provide that consistency not present in the 
AMIP simulations forced with observed SSTs (e.g. Zhu and 
Shukla 2013) however these types of simulations are not 
available from the CMIP5 pool of simulations. Thus AMIP-
style simulations are used as they provide the extreme case 
where the atmospheric coupling has been eliminated and 
the observed SST forcing is common to all models. In con-
trast the 30-year hindcast is a fully coupled experiment ini-
tialized with an initial condition of the ocean on January 1, 
1980. Integration is done through the whole 30 year period 
under observed atmospheric composition (and other condi-
tions including volcanic aerosols) prescribed as in the his-
torical simulations. The initial condition is obtained from 
a forced ocean–sea ice simulation designed to reproduce 
the observed evolution of the ocean and sea ice states for 
the period 1948–2007 (Yeager et al. 2012). This 30-year 
hindcast is challenging as it lies between the subseasonal-
to-interannual scale and the centennial prediction scale, 
which differ in their reliance on either the initial conditions 
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or boundary conditions, respectively, for a successful pre-
diction. At this time scale of the hindcast, it is expected 
that the external forcing from increasing greenhouse gases 
might dominate the response. However, it is possible some 
residual influence from the initial conditions might still be 
detectable.

The CMIP5 models analyzed include: (1) version 4 of 
the NCAR’s Community Climate System Model CCSM4 
(Gent et al. 2011), (2) version 3 of the NOAA’s GFDL 
Coupled Climate Model GFDL-CM3 (Donner et al. 2011; 
Griffies et al. 2011), (3) UKMO Hadley Centre Global 
Environment Model version 2, in its Earth System con-
figuration, UKMO-HadGEM2-ES (Collins et al. 2008; 
Martin et al. 2011), and (4) Germany’s version 6 of the 
European Centre Hamburg Model/MPI-M’s Earth System 
Model, Low Resolution version, ECHAM6/MPI-ESM-LR 
(Raddatz et al. 2007; Marsland et al. 2003). It is important 
to note that the CMIP5 versions of the models from NCAR 
and GFDL are updated versions of the CMIP3 models, but 
the CMIP5 versions of the models from UKMO and MPI 
are Earth System models which in addition to the atmos-
phere, ocean, land and sea ice model components also 
include the carbon cycle in the land, atmosphere and ocean 
components. Since no AMIP simulation was available from 
the UKMO-HadGEM2-ES model, the UKMO-HadGEM2-
A model (Collins et al. 2008; Martin et al. 2011) was used 
instead. The only hindcast available for the analysis comes 
from the CCSM4 model.

The historical twentieth century climate simulations 
started from the mid nineteenth century and finished in 
2004 or 2005 depending on the model, but unlike the 
CMIP3 simulations (Meehl et al. 2007), the forcing was 
standardized for all models. On the other hand the AMIP-
style simulations started in 1979 and finished in 2008 or 
2010 depending on the model. All simulations come from 
their corresponding ensemble member one, while the hind-
cast is from ensemble member ten.

Differences between the analyzed model simulations 
and reanalyses are clear and are summarized in Table 1.

2.3  The metric

The results of the method presented in this paper are com-
puted largely at monthly resolution but a comparison is 
also made using data at daily and pentad (5-day means) 
resolutions. Data at daily and pentad resolutions needed to 
be preprocessed in order to make all years the same length 
to avoid the extra day in leap years. The extra day in a leap 
year was averaged with the previous day (28 of February) 
in order to have 365-day years, while the same extra day 
was added to the average of the 12th pentad (25 February-1 
March—a sextet now) in order to have 73-pentad years. 
The method uses anomalies that are obtained differently 
according to the temporal resolution. Following Peña et al. 
(2003) monthly resolution anomalies are obtained by sub-
tracting the long-term mean climatology of the field, but 
anomalies at daily and pentad resolutions are obtained after 
subtracting the first and second harmonics (i.e., annual and 
semi-annual cycles) of the field at each resolution (Wang 
et al. 2009). Results presented at daily and pentad resolu-
tions barely change if anomalies are calculated with respect 
to the daily and pentad long-term climatologies. Monthly 
anomalies are calculated with respect to the common 
period 1979–2004 unless stated otherwise; daily and pen-
tad anomalies are calculated with respect to the first and 
second harmonics of the period 1982–2013. These anoma-
lies are then compared against their corresponding all-year 
standard deviation (around the monthly, pentad, and daily 
means) and only those whose amplitude exceeds one stand-
ard deviation are considered when counting the frequency 
of the coupled anomalies. This approach differs from Peña 
et al. (2003) where anomalies were smoothed and com-
pared against a fraction of the standard deviation of the 
original raw anomalies. The significance of the results 
when applying the proposed metric for the analysis of the 
local coupled anomalies arises from the fact that anomalies 
are larger than one standard deviation.

The use of this method over a grid point in the tropical 
Pacific is shown in Fig. 2 when SST and 850 mb vorticity 

Table 1  Differences between analyzed model simulations, hindcast and reanalyses

Historical simulations and  
Hindcast

CFSR reanalysis AMIP simulations NCEP/NCAR and ERA-interim 
reanalyses

Fully Coupled ocean– 
atmosphere models

Weak Coupling from relaxing  
forecasted SSTs to observed  
SSTs

Some forecasted atmospheric  
variables are updated with  
observed values

Atmosphere model forced with 
observed SSTs

Atmosphere model with  
observed sea–ice & SSTs as 
boundary conditions

Some forecasted atmospheric 
variables are updated with 
observed values

Two-way ocean–atmosphere  
interactions

Weak two-way ocean–atmosphere 
interactions

One-way interactions from  
the ocean to the atmosphere

One-way interactions from the 
ocean to the atmosphere
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anomalies exceed their corresponding one standard devia-
tion. The metric identifies 9 cases where the atmosphere 
forces the ocean (circles) and 24 where the ocean forces 
the atmosphere (triangles). From these cases, only 2 of 
the coupled anomalies forced by the atmosphere persist 
for 2 months and none for 3 months; on the other hand, 10 
of the coupled anomalies forced by the ocean persist for 
2 months, and 4 persist for three consecutive months (see 
the figure caption for further details about the partitioning 
of the different cases). Similar results are obtained when 
using ERA-Interim and other observationally-based prod-
ucts (not shown). This metric for identification of the driver 
in coupled anomalies can be used to display on a map 
the regions where one forcing is more dominant than the 
other at several temporal scales from daily to monthly. The 

following analysis will be focused on monthly anomalies 
unless specified otherwise.

The method is applied in the context explained and 
outlined in Fig. 1 and it does not attempt to be inclusive 
of all types of coupling as explained in the Introduction. 
For instance, the large scale atmospheric circulation 
forcing of SST anomalies along the coasts is not identi-
fied by the present method. In fact, it would be wrongly 
classified as a coupled anomaly of oceanic origin as it 
looks for the local relationship between the fields. The 
proposed method captures coupled anomalies generated 
when the Bjerknes and the WES feedbacks are acting. 
The former is active for the coupled anomalies of atmos-
pheric origin, and the latter for those anomalies of oce-
anic origin.

(a)

(b)

Fig. 2  Identification of the frequency of coupled ocean–atmosphere 
anomalies following the dynamic criteria at 120°W, 5.25°N over the 
tropical Pacific from monthly time series of the Climate Forecast Sys-
tem Reanalysis (CFSR) for the period 1979–2004. Panels show time 
series of a vorticity anomalies at 850 mb (ζ850 mb), and b SST anoma-
lies; anomalies are with respect to the 1979–2004 climatology. The 
metric is applied only for anomalies exceeding one standard devia-
tion (thin horizontal gray lines). Anomalies where the atmosphere 
drives the ocean are identified by the filled circles, while those where 

the ocean drives the atmosphere are marked by filled triangles. Red/
blue circles indicate that an anti-cyclonic/cyclonic circulation in the 
atmosphere drives warm/cold SST anomalies in 3/6 months; only 2 of 
the cyclonic-cold SST coupled anomalies last 2 months. Red/blue tri-
angles indicate that warm/cold SST anomalies drive a cyclonic/anti-
cyclonic circulation in 17/7 months; 9 of the warm SST-cyclonic cou-
pled anomalies last 2 months, and 4 of them last 3 months but only 1 
of the cold SST-anti-cyclonic coupled anomalies last 2 months
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3  Nature of the coupling in different reanalyses 
products

The nature of the global ocean–atmosphere coupling is 
investigated in this section. This is done by analyzing the 
metric from several reanalyses products to ensure robust-
ness (Fig. 3).

3.1  Similarities in the coupling from different coupling 
schemes

Similarities among the different reanalyses are striking in 
spite of their differences in SSTs, horizontal resolutions, 
and the uncoupled nature of NCEP/NCAR and ERA-
Interim reanalyses versus the partial coupling in CFSR. It 
is apparent that the atmosphere mostly drives the oceans 
outside the deep tropics (poleward of ~15°—upper two 
rows), and the ocean mostly drives the atmosphere in the 
deep tropics (especially over the equatorial Pacific—lower 
two rows) in the three reanalyses. It is also worth noting 
that the atmospheric forcing over the Atlantic and Indian 
Oceans penetrates deeper into the tropics than over the 
Pacific Ocean. The results for the two types of anomalous 
atmospheric forcing driving the ocean (cyclonic over cold 
and anticyclonic over warm anomalies) are very similar 
except that the frequency of cases in the mid-oceans is 
larger when an anticyclonic anomaly drives the ocean than 
when a cyclonic anomaly drives it. On the other hand the 
difference between the two kinds of anomalous ocean forc-
ing driving the atmosphere shows more cases when a cold 
ocean forces the atmosphere than when a warm ocean does 
it. Also, the region where the cold ocean forces the atmos-
phere over the Pacific Ocean is farther to the east (even 
reaching the South America coasts) than the region where 
the warm ocean forces the atmosphere that extends more to 
the west of the dateline (Fig. 3, third and fourth rows from 
above). However the similarities in the frequency of cou-
pled anomalies between uncoupled and coupled reanalyses 
suggest that the nature of the coupling between the ocean 
and atmosphere is transmitted via the assimilation of the 
observed data globally.

3.2  The ocean–atmosphere coupling under common 
SST anomalies and grid

Differences in the identification of the nature of the cou-
pling from the different reanalyses may be due to sev-
eral reasons, including different resolutions, differences 
in the analyzed observed SSTs or different sources of 
the observed winds and their assimilation schemes. The 
sources of uncertainty can be minimized by using the 
same observed SST anomalies for the different reanalyses 
at the same horizontal resolution. By using observed SST 

anomalies from the HadISST dataset with the vorticity 
anomalies from the different reanalyses on a 2.5° × 2.5° 
grid, any differences in the results of the use of the met-
rics can only be attributed to differences in the assimila-
tion of observed winds. Figure 4 shows the frequency of 
coupled monthly anomalies of atmospheric and oceanic 
origin exceeding one local standard deviation on the com-
mon 2.5° × 2.5° grid. In this case frequencies from the two 
types of atmospheric and oceanic forcing are added to cre-
ate a total frequency for atmospheric and oceanic forcing 
respectively. The general structures of the coupled anoma-
lies are now much more similar among the different rea-
nalyses. Frequencies of atmospheric origin (larger than 10 
in count, and larger than 70 % of the total count of coupled 
anomalies) dominate over those of oceanic origin pole-
ward of ~15° over the global oceans and within the tropical 
Indian Ocean. Frequencies of oceanic origin (larger than 10 
in count, and larger than 70 % of the total count of cou-
pled anomalies) dominate over those of atmospheric ori-
gin in the deep tropics of the Pacific Ocean and apparently 
in the high latitudes of the Southern Hemisphere Ocean. 
Some differences in the oceanic forcing within the tropics 
are also evident among the different reanalyses, particu-
larly in the tropical Atlantic Ocean. This assessment of the 
role of the SST anomalies and horizontal resolution shows 
robustness to the general analysis of the coupled anoma-
lies but points toward the differences in the assimilation of 
observed winds in the reanalyses as a source of uncertainty 
in the identification of the coupled anomalies.

3.3  The ocean–atmosphere coupling at daily 
and pentad scales

In addition to the analysis of the effect of the spatial reso-
lution in the identification of the ocean–atmosphere cou-
pling, the analysis of the impact of the temporal resolu-
tion on the regions of ocean–atmosphere coupling is also 
explored. Analysis of the ocean–atmosphere coupling at 
different temporal resolutions (monthly, pentad and daily 
from NOAA’s OIv2 SSTs and NCEP/NCAR reanalysis 
vorticity) reveals the same general regions of coupling 
(Fig. 5). More than 70 % of the total coupled anomalies 
that exceed one local standard deviation arise when the 
atmosphere drives the ocean poleward of ~15°, as well as 
when the ocean drives the atmosphere in the deep tropics. 
The extent of the regions of coupling is reduced when the 
time intervals are reduced: regions exceeding 70 % of cou-
pled anomalies are more extensive at monthly resolution 
than at daily resolution. The 70 % mark at pentad resolu-
tion seems to highlight the storm track regions. This anal-
ysis highlights that the atmospheric forcing is important 
over the Caribbean Sea and the Indian Ocean even within 
the 15° latitude bands. These results are corroborated 
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when ERA-Interim’s SST and vorticity data are used (not 
shown). Furthermore, analysis of the same daily and pentad 
data by BorzogMadham et al. (Manuscript in preparation) 
applying the Granger causality method agrees in the gen-
eral distribution of the regions of atmospheric and oceanic 
origin of the coupled anomalies even though the physical 
relationship analyzed in the current analysis is not part of 

their method. If we assume that the reduction in the count 
of coupled anomalies is a direct consequence of the nega-
tive feedback mentioned earlier between atmospheric con-
ditions (cloudy vs. sunny) and SSTs, then one could say the 
negative feedback gets stronger as the temporal resolution 
decreases from daily to monthly because the frequency of 
coupled anomalies lasting two time steps (2 days, 2 pentads 
or 2 months) is smaller with respect to the frequencies of 
coupled anomalies lasting one time step from monthly to 
daily resolution (not shown).

3.4  Contributions from ENSO, NAO, and AMO

The structure of the frequency of coupled anomalies over 
the equatorial Pacific from the previous analyses suggests 
that El Niño-Southern Oscillation (ENSO) may be an essen-
tial mode of ocean–atmosphere interactions. However, other 
phenomena of known atmospheric origin like the North 
Atlantic Oscillation (NAO) and assumed oceanic origin like 
the Atlantic Multidecadal Oscillation (AMO) may have less 

Fig. 3  Frequency of coupled SST and 850 mb vorticity anoma-
lies lasting one month in different reanalysis products for the period 
1979–2004. Left column panels a–d are from NCAR/NCEP reanaly-
sis, central column panels e–h are from ERA-Interim reanalysis, and 
right column panels i–l are from CFSR reanalysis. Upper two rows 
show the number of months when the atmosphere drives the ocean: 
upper row when an anomalous anti-cyclonic circulation in the atmos-
phere forces warm ocean anomalies, and lower row when an anoma-
lous cyclonic circulation forces cold ocean anomalies. Lower two 
rows show the number of months when the ocean drives the atmos-
phere: upper row when an anomalous cold ocean forces an anoma-
lous anti-cyclonic atmospheric circulation, and the lower row when 
an anomalous warm ocean forces an anomalous cyclonic atmospheric 
circulation. The black asterisk in equatorial Pacific displays the loca-
tion of the grid point used for Fig. 2

(a) (c) (e)

(b) (d) (f)

Fig. 4  Comparison of the frequency of coupled anomalies in reanal-
yses using the same common SST anomalies from HadISST dataset 
on a common 2.5° × 2.5° grid for the period 1979–2004. Left column 
panels a, b are from NCEP/NCAR, central column panels c, d are 
from ERA-Interim, and right column panels e, f are from CFSR rea-
nalysis 850 mb vorticity anomalies. Simultaneous coupled anomalies 

are counted if they exceed the corresponding local standard deviation 
and last one month. The upper row shows the sum of the number of 
anomalies of the two cases when the atmosphere drives the ocean and 
the lower row shows the corresponding sum of the two cases when 
the ocean drives the atmosphere

◂
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evident contributions to the observed frequency of coupled 
anomalies. In order to have a preliminary idea of the pos-
sible impact these modes of climate variability may have on 
the frequency of coupled anomalies, it is useful to examine 
the way these phenomena organize vorticity and SST anom-
alies (Fig. 6; see caption for additional details on the modes) 
before analyzing the nature of the coupled anomalies. In 
the case of the mature phase of ENSO (Fig. 6a, b), cyclonic 
anomalies along the tropical Pacific (red in the NH and blue 
in the SH) are associated with warm anomalies to the east of 
the dateline and with cold anomalies to the west. This sug-
gests that coupled anomalies may be of oceanic origin to the 
east of the dateline and of atmospheric origin to the west 
of it. In the case of the NAO (Fig. 6c, d) the tripolar vorti-
city and SST anomaly structures in the Atlantic could imply 
coupled anomalies of atmospheric origin in the tropical and 
subpolar regions and of oceanic origin in the midlatitudes. 
Interestingly, the monopolar structure of SST anomalies and 
its corresponding tripolar structure in vorticity anomalies of 
the AMO (Fig. 6e, f) could also imply the same outcome as 
in the case of the NAO.

The impact of these phenomena on the frequency of 
coupled anomalies is investigated by first subtracting their 
linear regressions from the original raw SST and vorticity 
anomalies. Then the method is applied to on the residual 
SST and vorticity anomalies (Fig. 7). The total frequency 
of coupled anomalies with atmospheric origin exceeds the 
frequency of coupled anomalies with oceanic origin almost 
globally, except over the equatorial Pacific and some 
regions in the tropical Atlantic and Indian Ocean (Fig. 7, 
upper row). Coupled anomalies of oceanic origin make up 
more than 70 % of the total of coupled anomalies over the 
equatorial Pacific (Figs. 4, 5). By removing the influence of 
ENSO from the monthly anomalies the coupled anomalies 
of atmospheric origin are seen to increase while the cou-
pled anomalies of oceanic origin decrease along the central 
equatorial Pacific, and coupled anomalies of oceanic origin 
increase to its east and west (Fig. 7c, d). The strong sig-
nal of ENSO along the equatorial Pacific is partially due to 
the oceanic nature of the NINO3.4 index used to character-
ize it. If the Southern Oscillation Index (a sea level pres-
sure based index) is used instead of the NINO3.4 index, 

(a) (c) (e)

(b) (d) (f)

Fig. 5  Comparison of the frequency of coupled anomalies at differ-
ent temporal resolutions from NOAA’s OIv2 SST, and NCEP/NCAR 
reanalysis 850 mb vorticity anomalies for the period 1982–2013. Left 
column panels a, b are at monthly resolution, central column panels 
c, d are at pentad (5-day means) resolution, and right column panels 

e, f are at daily resolution. The number of coupled anomalies when 
the atmosphere drives the ocean and those when the ocean drives the 
atmosphere is divided by the total number of coupled anomalies (sum 
of times when atmosphere forces the ocean and those when the ocean 
drives the atmosphere) and displayed as a percentage
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the signal is somewhat reduced. This results in less cou-
pled anomalies of atmospheric origin, and more of oceanic 
origin, in the south equatorial region (180°–110°W; not 
shown) than seen when using the NINO3.4 index. These 
results suggest that in the absence of ENSO, or an errone-
ous forecast of it, the potential for teleconnections and thus 
the predictability that arises from equatorial Pacific SST 
anomalies will be largely reduced as the coupled anomalies 
of oceanic origin are reduced in favor of the anomalies of 
atmospheric origin.

The impact of the NAO and AMO in the frequency of 
coupled anomalies extends from the tropics to the mid-
latitudes of the Atlantic Ocean (Fig. 7, lower two rows) 
although its impact is weaker over the equatorial Pacific 
than the impact from ENSO. The absence of these two 
phenomena mimic their surface signatures with a tripolar 
structure of alternating signs confined to the midlatitudes 
for the NAO (Fig. 7e, f) and the whole North Atlantic for 
the AMO (Fig. 7g, h). Specifically, the absence of the NAO 
increases coupled anomalies of atmospheric origin around 

(a) (b)

(c) (d)

(e) (f)

Fig. 6  Linearly regressed vorticity at 850 mb and SST anomalies 
associated to ENSO, NAO and AMO for the period 1979–2004 from 
CFSR reanalysis. Anomalies from ENSO are in the upper panels for 
a vorticity, and b SST; anomalies from the NAO are in the middle 
panels for c vorticity, and d SST; anomalies from the AMO are in the 
bottom panel for e) vorticity, and f SST. ENSO is characterized by 
the NINO3.4 index calculated as area-averaged SST anomalies over 

the region [170°–120°W, 5°S–5°N] from the HadISST data set. The 
NAO is characterized by Hurrell’s sea level pressure station-based 
NAO index (Hurrell 1995). The AMO is characterized by the AMO 
index calculated as area-averaged linearly detrended SST anomalies 
over the region [75°–5°W, 0°–60°N] from the HadISST data set. The 
simultaneous regressions represent the mature phase of each phenom-
enon. Units are s−1 for vorticity and K for SST anomalies
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45°N close to Europe, and decreases coupled anomalies to 
the north and south of it. The absence of the AMO also pro-
duces increased coupled anomalies of atmospheric origin 
between 30°N and 45°N closer to Europe, and decreased 
coupled anomalies to the north and south but reaching the 
tropical Atlantic in this case. It is worth noting that correla-
tions of the NAO and AMO with global 850 mb vorticity 
and SST anomalies have contrasting magnitudes in the 
Atlantic (not shown): while the NAO has a stronger cor-
relation with vorticity than with SST anomalies, the AMO 
presents the opposite relationship; this can only be due to 
the intrinsic atmospheric nature of the NAO, and the oce-
anic nature of the AMO. Despite differences in the Atlan-
tic, in both cases, anomalies span tropical latitudes, mid-
latitudes and subpolar latitudes. Thus omission of the NAO 
and AMO would result in a decrease of coupled anomalies 
of atmospheric origin in the polar and tropical latitudes and 
an increase in the midlatitudes, as well as an increase in the 
coupled anomalies of oceanic origin in the polar and tropi-
cal latitudes and a decrease in the midlatitudes even though 
the signal is somewhat noisy.

4  Ocean–atmosphere coupling in model 
simulations and decadal predictions

The previous section established the nature of the ocean–
atmosphere coupling as seen by the different reanalyses 
products. The agreement among the reanalyses, despite 
their differences, suggests that the regions of coupling iden-
tified as being of atmospheric or oceanic origin are robust, 
and the method provides the basis to assess the ocean–
atmosphere coupling in climate models. The fact that 

there are no major differences among the reanalyses in the 
global frequency of the coupled anomalies indicates that 
the nature of the coupling in the different atmospheric rea-
nalyses (two are uncoupled and one is weakly coupled) can 
be transmitted via the assimilation of observed data. This 
suggests a major difference will be observed in the AMIP 
style simulations, because the atmosphere is influenced by 
the ocean but cannot force back the ocean with any feed-
back and most importantly there is not update of simulated 
atmospheric fields with observations as in reanalyses.

4.1  Comparisons between coupled and atmospheric 
(AMIP) simulations

The use of the metric on the coupled ocean–atmosphere 
simulations should provide information on the the way 
the models incorporate the characterized local dynamical 
ocean–atmosphere coupling. Application of the metric on 
AMIP-style simulations should also allow assessing the 
role of the absent atmospheric forcing.

Knowing that the CMIP5 models used no flux adjust-
ments, assessment of the coupling in the annual cycle of 
SST and vorticity will provide an accurate estimation 
of biases in the coupling. The coupling in historical and 
AMIP simulations of the twentieth century climate from 
the CMIP5 models is compared to the coupling identified 
using HadISST’s SSTs and CFSR’s vorticities to minimize 
biases due the analyzed SSTs in the reanalysis. To review, 
the CMIP5 historical simulations are simulations done with 
coupled ocean–atmosphere models so the two-way interac-
tions are present in these types of simulations. On the other 
hand, the AMIP-style simulations are carried out with the 
atmospheric model used in the coupled simulations and 
forced with observed SSTs creating a one-way interac-
tion from the ocean to the atmosphere and preventing the 
feedback interaction from the atmosphere to the ocean 
(Table 1).

Exploration of the coupled anomalies forced by the 
atmosphere (Fig. 8) shows that the coupled simulations of 
the twentieth century climate (Fig. 8, top and left panels) 
depict the broad features seen in the metric from observa-
tions. Some marked differences appear over the minimum 
around the equatorial Pacific as well as the coverage of the 
high count of coupled anomalies over the Pacific and Atlan-
tic oceans on both hemispheres. This discrepancy is most 
prominent over the South Pacific and Atlantic Convergence 
Zones (SPCZ & SACZ) and the Maritime Continent. For 
instance, the region over the SPCZ has a high count of cou-
pled anomalies in observations, but this is not the case in the 
coupled simulations to the west of ~120°W where the count 
is much smaller in the four models. On the other hand, an 
unrealistic storm track in the Southern Hemisphere seems to 
be a very well defined feature in three of the four models as 

Fig. 7  Comparison of the frequency of coupled SST and 850 mb 
vorticity anomalies lasting at least one month when ENSO, NAO, 
and AMO are excluded from the CFSR reanalysis dataset for the 
period 1979–2004. Upper row displays the total frequency of coupled 
raw anomalies lasting one month when a the atmosphere drives the 
ocean, and b the ocean drives the atmosphere; these frequencies are 
subtracted from the frequencies of coupled residual anomalies. Sec-
ond row from the top shows the difference in frequencies obtained 
from the coupled No-ENSO residual anomalies and those from the 
original raw anomalies when c the atmosphere drives the ocean, and 
d when the ocean drives the atmosphere. Third row from the top 
shows the difference in frequencies obtained from coupled No-NAO 
residual anomalies and those from the original raw anomalies when 
e the atmosphere drives the ocean, and f when the ocean drives the 
atmosphere. Fourth row from the top shows the difference in frequen-
cies obtained from coupled No-AMO residual anomalies and those 
from the original raw anomalies when g the atmosphere drives the 
ocean, and h when the ocean drives the atmosphere. Residual anoma-
lies are obtained by subtracting the linearly regressed anomalies of 
the indices from the original raw SST and vorticity anomalies. Blue/
red shading in the panels of differences identifies regions where the 
absence of the phenomenon produces less/more coupled anomalies 
than the raw reference case
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portrayed by the region of high count of coupled anomalies 
around 50°S. This feature is not seen in observations.

When the interaction from the atmosphere to the ocean 
is turned off in the AMIP simulations (Fig. 8, right col-
umn panels), as could be expected, a large decrease in the 
number of coupled anomalies forced by the atmosphere is 
apparent when compared with the frequency of coupled 
anomalies from the coupled simulations. However, there is 
also a spurious increase in the coupled anomalies of atmos-
pheric origin within the tropics. The spurious increase 
in coupled anomalies of atmospheric origin in the AMIP 
simulations occurs in these regions where the frequency of 
coupled anomalies are at a minimum in the coupled simula-
tion (compare left vs. right panels in Fig. 8). The increase 
of coupled anomalies of atmospheric origin in the AMIP 
simulations is counterintuitive as the ocean model has 
no means to respond to the atmosphere locally. Thus the 
appearance of these anomalies is artificial and likely due to 
the nonlocal generation of the vorticity anomalies.

In general, regions in the tropics with a high count of 
coupled anomalies of oceanic origin typically have a low 
count of coupled anomalies of atmospheric origin (Figs. 9 
vs. 8, upper panels). This is in agreement with the notion 
that anomalies driven by the ocean are longer lasting. These 
are found in the deep tropics, with the equatorial Pacific 
having the largest counts, followed by the tropical Atlan-
tic and then the equatorial Indian Ocean. There are fewer 
observed coupled anomalies over the SPCZ and south 
Atlantic storm track. Assessment of the coupled anomalies 
of oceanic origin from the coupled simulations (Fig. 9, left 
panels) shows clearly emphasized the equatorial regions as 
well the southern midlatitudes. Notable differences, like 
the anomalous high count over the equatorial and southern 
Indian Ocean in CCSM4 or over the SPCZ in the CCSM4 
and GFDL-CM3, or over the southern tropical Atlantic are 
also apparent. The anomalous high count of anomalies of 
atmospheric origin identified over the southern storm track 
region is also identified in this case of coupled anomalies 
of oceanic origin but displaced ~10° farther to the south 

(CCSM4, GFDL-CM3 and HadGEM2-ES). Artificial cou-
pling driven by the ocean is generated in the midlatitudes 
when the feedback from the atmosphere to the ocean is 
turned off in the AMIP simulations (Fig. 9, right panels). 
Artificial coupling forced from the ocean to the atmosphere 
is generated almost everywhere but notably in the midlati-
tudes when the feedback from the atmosphere to the ocean 
is shut down in the AMIP simulations (Fig. 9 right panels).

In general it is remarkable the consistence between the 
results from the coupled simulations and reanalyses in spite of 
the differences in SSTs, their treatment, and the models. These 
findings are in line with those by Meehl et al. (2004) indicating 
that the atmospheric model can manage the important global 
feedbacks (and coupling) between the atmosphere and ocean 
only in a coupled model. In addition, the large differences in 
the ocean–atmosphere coupling between the fully coupled, or 
reanalyses, and AMIP simulations confirms the idea that the 
nature of the coupling in the uncoupled reanalyses is transmit-
ted via the assimilation of observed atmospheric fields.

4.2  Decadal prediction

In 30-year hindcast experiments, since they use coupled 
models, one would expect to find an active ocean–atmos-
phere coupling despite the presence of the greenhouse 
gases. However, analysis of the decadal prediction avail-
able from CCSM4 gives unexpected results (Fig. 10). It 
is found that the coupled anomalies of atmospheric origin 
are notably reduced outside of the deep tropics and artifi-
cially increased in the deep tropics (Fig. 10e). Conversely, 
the coupled anomalies of oceanic origin are artificially 
increased outside of the tropics and notably reduced in 
the tropics (Fig. 10f). It has already been established that 
the AMIP simulations have reduced coupled anomalies of 
atmospheric origin over large areas of the global oceans. 
AMIP simulations also spuriously augment the number of 
coupled anomalies of atmospheric origin in the tropics and 
the coupled anomalies of oceanic origin over large areas of 
the global oceans even at midlatitudes (such anomalies are 
not present in observations or coupled simulations). Analy-
sis of the 30-year hindcast indicates frequencies of coupled 
anomalies that resemble those from the AMIP simulation 
but with a much weaker oceanic forcing in the deep trop-
ics. Division of the hindcast in three smaller periods of 
8 years each (not shown) indicates not only that the ini-
tial surface conditions have no impact in the frequency of 
coupled anomalies especially in the first of the periods, but 
also that the hindcast is unable to have a realistic count of 
coupled anomalies as the coupled simulation through the 
other 8-year periods. These results indicate that this cou-
pled hindcast is not realistic, since it should reproduce the 
atmospheric–ocean coupling basically as in the CMIP5 
coupled (historical) runs or in the reanalyses.

Fig. 8  Comparison of the frequency of the coupled SST and 850 
mb vorticity anomalies lasting one month when the atmosphere 
drives the ocean in CFSR reanalysis and Coupled (historical) and 
AMIP (uncoupled) simulations of the twentieth century climate from 
CMIP5 models for the period 1979–2004. Total frequency of coupled 
anomalies are displayed in a from HadISST’s SSTs and CFSR’s vor-
ticities, and left column panels from historical coupled model simu-
lations by b CCSM4, d GFDL-CM3, f HadGEM2-ES and h MPI-
ESM-LR models. The frequencies from the coupled simulations are 
subtracted from the frequencies from the ocean-forced AMIP atmos-
pheric simulations and are displayed in the right column panels from 
c CCSM4, e GFDL-CM3, g HadGEM2-ES and i MPI-ESM-LR mod-
els. Blue/red shading in the panels of differences identifies regions 
where the lack of the atmosphere feedback to the ocean in the AMIP 
simulations produces less/more coupled anomalies than the coupled 
simulations reference case
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5  Summary and concluding remarks

The present analysis first investigates the robustness of the 
physical method devised by Kalnay et al. (1986) and later 
used by Peña et al. (2003) to identify locally the driver in 
coupled ocean–atmosphere anomalies. The method identi-
fies coupled anomalies as of atmospheric origin if cyclonic 
anomalies in vorticity at 850 mb are located over cold SST 
anomalies, or anticyclonic anomalies are over warm SST 
anomalies. Conversely, anomalies of oceanic origin are 
identified if cyclonic anomalies are located over warm SST 
anomalies or anticyclonic anomalies are over cold SST 
anomalies. The method does not attempt to be inclusive of 
all types of coupling in nature and it benefits of the local 
relationship between the atmospheric and oceanic variables 
with no consideration of the large scale coupling as in the 
case of the atmospheric circulation forcing SST anomalies 
along the coasts. Second, the method is applied as a metric 
to assess the coupling in climate simulations and predic-
tions from models participating in the CMIP5 project.

Comparisons of uncoupled (NCEP/NCAR and ERA-
Interim) and partially coupled (CFSR) reanalyses, indicates 
that the results are robust. The frequency of coupled anom-
alies of atmospheric origin is larger than those of oceanic 
origin on large portions of the global oceans, except over 
the deep tropics in the Pacific, and some portions of the 
Atlantic and Indian Oceans. This result was agreed upon 
between the different reanalyses products. Partitioning of 
the frequency of coupled anomalies of atmospheric origin 
shows that those from anticyclones driving warm sea sur-
face anomalies produce slightly more cases than those from 
cyclones driving cold sea surface anomalies. On the other 
hand, partitioning of the frequency of coupled anomalies 
of oceanic origin shows that those from cold sea surface 
anomalies driving anticyclonic circulation anomalies in the 
tropics produce more cases than those from warm surface 
anomalies driving cyclonic circulation anomalies. The lat-
ter has a focus farther to the west in the equatorial Pacific 

closer to the Warm Pool. Similarities in the frequencies of 
coupled anomalies between the uncoupled reanalyses and 
the partially coupled reanalysis indicate that the nature 
of the coupling is transmitted to the atmosphere by the 
assimilation of observed data (e.g., winds). When a com-
mon observed SST dataset is paired with the vorticities 
of the different reanalyses on a common grid, the differ-
ences between the reanalyses becomes much smaller and 
attributable to differences in the amount and mode that the 
observed data is assimilated in the atmospheric reanalyses.

The regions of coupling when the atmosphere drives the 
ocean and vice versa occupy similar regions in the global 
oceans independent of their temporal resolutions. Never-
theless, the anomalies are more frequent and extensive at 
monthly resolution than at pentad (5-day means) or daily 
resolutions. This difference is presumably due to the larger 
variability present at the higher temporal resolutions. Anal-
ysis of the same daily and pentad data applying the Granger 
causality method, which does not need of the physical 
phase relationship between SST and vorticity anomalies, 
agrees well within the general distribution of the regions of 
atmospheric and oceanic origin of the coupled anomalies.

Exclusion of known phenomena like ENSO, NAO 
and AMO has some regional effects on the distribution 
of coupled anomalies. The absence of ENSO, which has 
the strongest effect, increases the frequency of coupled 
anomalies of atmospheric origin and decreases that of 
oceanic origin in the central tropical Pacific. This region 
coincides with the region where the characteristic anoma-
lies of ENSO are maximum for vorticity rather than for 
SST (located farther to the east). The reduction of coupled 
anomalies of oceanic origin in the absence of ENSO is not 
surprising since it is known that ENSO creates equatorial 
Pacific SST anomalies that are an important forcing of 
atmospheric teleconnections. In this light, it is clear that the 
absence of ENSO, or an erroneous simulation/forecast of 
it, will reduce atmospheric teleconnections, global climate 
variability as well as climate predictability. The absence 
of the NAO has a much smaller impact on the frequencies 
of coupled anomalies compared to the absence of ENSO. 
The region of impact of the absence of the NAO follows 
the regions of the regressed vorticity anomalies over the 
midlatitudes of the North Atlantic: an increase of coupled 
anomalies of atmospheric origin in front of the European 
coasts around 45°N, and a decrease of them to its north and 
south; the opposite effect is seen in the frequency of cou-
pled anomalies of oceanic origin. The absence of the AMO 
on the other hand has a more extensive effect on the fre-
quency of coupled anomalies than the absence of the NAO 
but still much less than the absence of ENSO. In this case, 
the frequency of coupled anomalies of atmospheric origin 
follows the regions of regressed SST anomalies with an 

Fig. 9  Comparison of the frequency of coupled SST and 850 mb 
vorticity anomalies lasting one month when the ocean drives the 
atmosphere in CFSR reanalysis and Coupled (historical) and AMIP 
simulations of the twentieth century climate from CMIP5 models 
for the period 1979–2004. Total frequency of coupled anomalies are 
displayed in a from HadISST’s SSTs and CFSR’s vorticities, and 
left column panels from historical coupled model simulations from b 
CCSM4, d GFDL-CM3, f HadGEM2-ES and h MPI-ESM-LR mod-
els. The frequencies from the coupled simulations are subtracted from 
the frequencies from the ocean-forced AMIP atmospheric simula-
tions and are displayed in the right column panels from c CCSM4, e 
GFDL-CM3, g HadGEM2-ES and i MPI-ESM-LR models. Blue/red 
shading in the right column panels of differences identifies regions 
where the lack of the atmosphere feedback to the ocean in the AMIP 
simulations produces less/more coupled anomalies than the coupled 
simulations reference case
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increase in anomalies of atmospheric origin in the subtrop-
ics near the African and European costs, and a decrease in 
the frequency to the north and south of this region up to 
the Caribbean region. The frequency of anomalies of oce-
anic origin experiences the opposite gain and decrease over 
the regions mentioned for the anomalies of atmospheric 
origin. For both NAO and AMO, the frequency of the cou-
pled anomalies of oceanic origin is less than those from 
atmospheric origin if these modes of climate variability are 
excluded.

Analysis of the frequency of coupled anomalies from 
the CMIP5 simulations gives a coherent picture. Analy-
sis of the coupled (historical) simulations of the twentieth 
century climate indicates the climate models in general 
agree with the distribution of anomalies of atmospheric 
and oceanic origin as mentioned above although regional 
differences are evident. On the other hand, the lack of the 
feedback from the atmosphere to the ocean in the AMIP 

simulations decreases the appearance of coupled anomalies 
of atmospheric origin but artificially increase those in the 
tropics presumably due to the nonlocal (i.e., remote) gen-
eration of vorticity anomalies. In turn, the frequency of the 
anomalies of oceanic origin are decreased in the tropics and 
artificially increased outside the tropics. Differences in the 
frequency of coupled anomalies between the AMIP-style 
simulations and those from the uncoupled reanalyses sup-
port the idea that the nature of the coupling between the 
ocean and the atmosphere identified in the reanalyses is 
transmitted via the assimilation of the observed data which 
is absent in the AMIP simulations.

However, analysis of the only available 30-year hind-
cast with a coupled model from the CMIP5 project reveals 
unexpected results as they are closer to an AMIP simulation 
than to a coupled simulation even though it is documented 
as using a coupled model. The frequency of coupled anom-
alies from the 30-year hindcast resembles that from AMIP 

(a) (c) (e)

(b) (d) (f)

Fig. 10  Comparison of the frequency of coupled SST and 850 mb 
vorticity anomalies lasting one month in CMIP5’s CCSM4 Coupled 
(historical) and AMIP simulations of the twentieth century climate 
and 30-year Coupled Decadal Hindcast for the period 1980–2004. 
Total frequency of coupled anomalies when the atmosphere drives the 
ocean is in the upper row and when the ocean drives the atmosphere 
in the lower row. Frequencies for the coupled simulation are in panels 
a, b, differences in frequencies from AMIP simulation with respect to 

the frequencies from the coupled simulations are in panels c, d, and 
differences in frequencies from the 30-year coupled decadal hindcast 
initialized in 1980 with respect to the frequencies from the coupled 
simulations are in panels e, f. Blue/red shading in the panels of differ-
ences identifies regions where the AMIP simulation and decadal hind-
cast produce less/more coupled anomalies than the historical coupled 
simulations reference case
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simulation but it is further deteriorated in the deep tropics 
where the oceanic forcing is much weaker than in the histori-
cal or AMIP simulations. This resemblance in the coupled 
anomalies between the hindcast and AMIP simulations is 
surprising as it was expected to find more similarities in the 
coupled anomalies identified with the coupled (historical) 
simulation and reanalyses. Therefore, the climate hindcast or 
prediction seems to be unrealistic as it has reduced presence 
of coupled anomalies of atmospheric origin globally and a 
large reduction of coupled anomalies of oceanic origin in the 
tropics. The latter suggests the existence of artificially gener-
ated anomalies of atmospheric origin that minimize the role 
that the tropics may play in the prediction. The diagnosis of 
the hindcast behaving more like an AMIP simulation than 
a coupled simulation has been only possible with the use 
of this metric that indentifies the origin of coupled anoma-
lies. This issue with the hindcast will be explored further by 
applying the metric to an extended group of hindcasts.
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