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Mesoscale meteorological processes including advection, vertical mixing, 

thermally-direct circulations (sea/bay breezes) combined with chemical processes and 

deposition dominate boundary-layer ozone (O3).  While bay breezes (BBs) transport 

higher O3 over land on polluted days, they also advect humid air and induce low-level 

convergence, which can lead to haze and deep convection. Thunderstorms can vent 

pollution out of the boundary layer and entrain cleaner, mid-tropospheric air into it, 

reducing surface pollutant concentrations. Here, the net local effect of these two 

mesoscale forcings (BBs and thunderstorms) on O3 concentrations are quantified.  

First, case studies using vertical profiles and surface observations during the 2011 

MD and the 2013 TX deployments of DISCOVER-AQ show the severity of bay/gulf 



  

breeze exacerbation of pollution. Next is a BB and thunderstorm climatology for a 

Chesapeake Bay coastal site (summer 2011-2016). BBs are identified by a data-

driven automated detection algorithm customized for the complex coastline. 

Thunderstorm vs. non-thunderstorm days are analyzed using gridded lightning data 

within an influential radius of the site. These meteorological classifications are 

compared with O3 exceedance days. While the highest conditional mean O3 was on 

BB days and the lowest on thunderstorm only days, thunderstorms do not always 

terminate an O3 event, especially in combination with a BB. To further understand the 

dynamical mechanisms responsible for changes in O3 from BBs and thunderstorms, 

the Weather Research and Forecasting (WRF) model is run at fine resolution with 

water vapor nudging to capture air-mass thunderstorms forced by the BB in MD. The 

model compared well with DISCOVER-AQ observations and radar reflectivity. 

Finally, an observation-constrained box model was used to study photochemical 

processes along the flight track during the 2013 TX DISCOVER-AQ deployment. O3 

production and its sensitivity to NOx and VOCs were calculated at different locations 

and times of day. Results indicate controlling NOx emissions will benefit the Houston 

area overall, but select areas will also benefit from controlling VOC emissions. These 

studies, which can also be applied to particulate matter, uncover how meteorology 

and photochemistry come together to generate smog events at coastal cities, and can 

help develop efficient, high resolution policies for cleaner air. 
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Chapter 1: Introduction 

A byproduct of global industrialization and development is the release of trace 

gases and particulate matter into the atmosphere. Emissions as a result of human 

activities (anthropogenic emissions) pose serious threats to human life and health. 

“Diseases caused by pollution were responsible for an estimated 9 million premature 

deaths in 2015—16% of all deaths worldwide—three times more deaths than from 

AIDS, tuberculosis, and malaria combined and 15 times more than from all wars and 

other forms of violence…” (Landrigan et al., 2017).  Severe pollution episodes, which 

typically occur from a combination of emissions and meteorology, need to be 

addressed with urgency. In order to provide solutions for reducing anthropogenic air 

pollution appropriately, there needs to be a better understanding of the role that 

meteorology plays in exacerbating or alleviating the pollution, and this understanding 

must be integrated into solutions that are fiscally realistic in the global economic 

arena. Hooke (2014) emphasizes the serious economic and societal costs to making 

policy decisions without understanding how some natural phenomena works. Getting 

the information wrong, being ignorant, or moving on to the next step before 

adequately researching an issue comes with huge risks.  Therefore, the focus of this 

work is to gain a better understanding of the role that meteorology plays in 

modulating one form of air pollution in the United States, boundary-layer ozone (O3), 

such that policy decisions for a broad array of pollutants can be made with an 

understanding of its natural variability.  
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1.1 Boundary-layer O3 Formation, Sensitivity, and Emissions Controls  
  

Boundary-layer O3 is a secondary photochemical pollutant formed by a 

reaction mechanism involving nitrogen oxides (NOx = NO + NO2), volatile organic 

compounds (VOCs), carbon monoxide (CO), and sunlight (UV radiation). Since O3 is 

harmful to both the human respiratory system and the photosynthetic processes of 

vegetation, the United States Environmental Protection Agency (EPA) has 

implemented air quality standards for O3 as a criteria pollutant (Krupa and Manning 

1988; Burnett et al., 1997). Surface O3 is regulated according to the current primary 

National Ambient Air Quality Standard (NAAQS) of 70 parts per billion by volume 

(ppbv), calculated as the daily maximum of an eight-hour running mean.   

1.1.1 Tropospheric O3 Production 

Since O3 is not emitted directly, it is important to understand the mechanisms 

through which O3 precursors, namely NOx, VOCs, and CO, are emitted or created.  

Sources of NOx (as NO) include fossil fuel combustion and biomass burning (as NO) 

and the photochemical production of NO2 through NO + O3, or NO + RO2, or NO + 

HO2 (R5). Sources of VOCs include natural emissions from trees and other 

vegetation as well as  anthropogenic emissions from fossil fuel evaporation, solvents, 

and heavy industry. Some sources of CO are fossil fuel combustion and biomass 

burning.  OH (the hydroxyl radical) reacts very rapidly with non-radical species and 

is even more reactive with molecules that contain H. The production of OH is shown 

below (Jacob, 1999):  

O3 + hn ® O2 + O(1D)  (R1) 
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  O(1D) + H2O ® 2OH   (R2) 

The oxidation of CO by OH then goes on to produce O3 by the following reactions:  

  CO + OH ® CO2 + H   (R3)  

  H + O2 + M ® HO2 + M  (R4) 

  HO2 + NO ® OH + NO2  (R5) 

NO2 + hn ® NO  + O   (R6) 

  O + O2 + M ® O3 + M  (R7) 

The resulting reaction is:  

Net: CO + 2O2 ® CO2 + O3 (Net) 

Aerosols with a high single scattering albedo can increase UV flux and accelerate R6, 

therefore increasing the amount of O3 production (e.g., Dickerson et al., 1997).  It is 

important to note that R5 is considered to be the rate-limiting step for O3 production, 

as NO can also react with O3 to form NO2, thus depleting O3. If NO is converted to 

NO2 through the reaction with HO2, then there is net production of O3. As noted 

above, O3 is also produced by oxidation of VOCs. In the following reactions, the 

simplified notation R represents organic groups and RH is the simplified notation for 

VOCs.   

  RH + OH ® H2O + R   (R8) 

  R + O2 + M ® RO2 + M  (R9) 

  RO2 + NO ® RO + NO2  (R10) 

From this point, the NO2 produced will photolyze to produce O3. However, the RO 

radical has several paths forward, where an HO2 radical is produced. Following the 

same notation, the following reactions occur (Jacob, 1999): 
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  RO + O2 ® R’CHO + HO2  (R11) 

  HO2 + NO ® OH + NO2  (R12) 

  2 x (NO2 + hn   ® NO + O)  (R13) 

  2 x (O + O2 + M ® O3 + M)  (R14) 

 Net: RH + 4O2 ® R’CHO + H2O + 2O3 (net) 

An example of RH and R’CHO for the reaction chain above are methane (CH4) and 

formaldehyde (CH2O). The loss of HOx radicals, and thus the termination of the 

chain, can happen in two ways that are dependent upon the concentration of NOx. At 

relatively low NOx or in remote areas, HO2 is terminated via reaction with itself:  

  HO2 + HO2 ® H2O2 + O2  (R15) 

However, in areas with high concentrations of NOx, the major sink of HOx is through 

NO2 oxidation by OH: 

  NO2 + OH + M ® HNO3 + M  (R16) 

 

The path through which radicals are terminated has important implications for the 

production of O3.  

 

1.1.2 O3 Production Sensitivity  

The production of O3 is nonlinear with respect to its precursors, NOx and 

VOCs. Understanding this nonlinear chemistry and how it varies in time and space 

has important policy implications for emissions control strategies. The production of 

O3 can be NOx-sensitive or VOC-sensitive, depending upon the concentrations of 

each of these precursors. In the case of low NOx concentrations, O3 production varies 
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with the concentration of NO and is relatively independent of VOCs. In this scenario, 

O3 production is considered to be NOx-sensitive in that the production of O3 is 

sensitive to (or limited by) the ambient concentrations of NOx.  

 In the case of high NOx concentrations, O3 production rates increase with 

rising VOC concentrations and decrease with NOx concentrations. In this scenario, O3 

production is considered to be VOC-sensitive since the production of O3 limited by 

the ambient VOC concentrations (although total ozone production nearly always goes 

up with increasing NOx emissions). Figure 1.1 demonstrates a model calculation of 

the two regimes, NOx and VOC sensitive, simulated over the U.S. as depicted in 

Jacob, 1999. To properly address the air pollution problem, it is critical to obtain 

knowledge of the regime for O3 production in the area of interest.  

 

Figure 1.1: (Figure from Jacob 1999; Fig 12-4) O3 concentration (ppbv) simulated 
by a regional photochemical model as a function of NOx and VOC emissions where 
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the thick black line delineates the NOx-sensitive (top left) and the VOC-sensitive 
(bottom right) regimes.  
 

Since the effectiveness of O3 reduction is contingent upon an accurate understanding 

of how O3 responds to the reduction of NOx or VOCs emissions in a given area or 

time of day, simulations from air quality models are an important part of emissions 

control strategies.  

1.1.3 Emissions Control 
 

O3 is one of the six criteria pollutants identified in the Clean Air Act and 

monitored by the EPA. NAAQS were implemented for each of the six criteria 

pollutants: carbon monoxide (CO), lead (Pb), nitrogen dioxide (NO2), O3, sulfur 

dioxide (SO2), and particulate matter (PM). The EPA designates areas in the U.S. as 

places of attainment or nonattainment of the NAAQS. Individual states make an air 

quality plan, called a State Implementation Plan (SIP), which describes the actions 

needed for areas that are not in attainment to meet the standards. The NAAQS for O3 

is a specified maximum concentration allowed in the ambient outdoor air. In 2015, 

the EPA updated the O3 standard from 75 ppbv (in 2008) to 70 ppbv. There have been 

significant reductions in O3 concentrations over the last three decades, especially in 

the Eastern U.S., accomplished by controlling emissions of O3 precursors (e.g., the 

removal of NOx from power plants and the reduction of vehicular NOx with more 

efficient catalytic converters). However, while there have been marked improvements 

in the O3 problem in the U.S. due to the application of a blanket of emissions 

reductions, there are many monitors still out of attainment during summer months, 
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especially along the coast in the NE U.S. In order to understand and identify the 

individual situations that lead to nonattainment, a deeper investigation needs to be 

performed by coupling anthropogenic emissions and meteorology and informing 

policy around known sources of variability.  

1.2 The Role of Meteorology in Modulating Surface Pollution 

The concentration of O3 at or near the surface is also contingent upon 

meteorological conditions such as the synoptic-scale circulation, boundary-layer 

height and turbulence, advection, incoming solar radiation, temperature, and humidity 

(Seaman and Michelson, 2000; Hegarty et al., 2007).  Areas most commonly affected 

by high O3 concentrations are downwind of power plants or metropolitan centers. 

Coastal regions are also frequently subject to poor air quality due to bay or sea 

breezes that can effectively recirculate pollution in the lower boundary layer (Banta et 

al., 2005; Loughner et al., 2011; 2014).  

During NASA’S 2011 DISCOVER-AQ (Deriving Information on Surface 

conditions from Column and Vertically Resolved Observations Relevant to Air 

Quality) field campaign in the Baltimore/Washington DC area (detailed in Section 1.3 

of this chapter), days that experienced high humidity (relative humidity above 60%) 

contributed significantly to the variability of regional and diurnal aerosol optical 

extinction (Beyersdorf et al., 2016); changes in aerosol optical depth (AOD) can be 

strongly influenced by spatial and temporal variations in humidity. During 2011 

DISCOVER-AQ, AOD was shown to increase significantly from morning to late 

afternoon, especially in correspondence to cumulus cloud formation (Eck et al., 

2014), demonstrating that AOD would also be sensitive to bay breezes and cumulus 
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formation by these breezes. Higher humidity can increase AOD and single scattering 

albedo (SSA), enhancing the UV flux and increasing the production of O3 (Dickerson 

et al., 1997). Since OH from O3 photolysis can aid in oxidation of SO2 and VOCs to 

form PM, bay breezes can increase the aerosol loading and AOD over coastal areas, 

and should be investigated further, although this is beyond the scope of this 

dissertation.  

1.2.1 Thermally-direct Mesoscale Circulations due to the Land-water 
Interface (Bay Breezes and Thunderstorms) and Surface Pollution  

 

Thermally direct circulations (circulations with ascending motion in an area of 

relatively high temperature and descending motion in an area of relatively low 

temperature) that are the result of a temperature differential across the land-water 

interface are a common summer-time phenomenon for areas near a body of water 

during the day, with cooler surface temperatures over the water than the adjacent 

land. The breeze is named by the body of water from which it is derived (e.g., sea 

breezes are from the ocean, bay breezes are from the bay, etc.). The land-water 

temperature difference leads to horizontal pressure gradients, which cause shallow, 

but significant, breezes to form. The sea breeze (herein referred to by the context of 

the bulk of this study, “bay breeze”) is a relatively cool wind that blows from the 

water to the land in synoptic regimes susceptible to these breezes (weak geostrophic 

flow, few clouds, significant day-time heating) and which, if sustained, contain a 

return flow aloft (from land to water). The bay breeze is marked by a cool leading 

edge that is similar to, but weaker than, that of an advancing cold front. If enough 

moisture is present, this leading edge can trigger moist convection, such as a line of 
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fair-weather cumulus clouds over the land, and can also trigger deep convection if the 

air is convectively unstable (Wallace and Hobbs, 2006). A shallow, internal boundary 

layer forms (Thermal Internal Boundary Layer; TIBL) from the cool air advected 

from the water, modifying the surface heat flux and growing in depth with the square 

root of distance from the coast (Wallace and Hobbs, 2006). In this layer, pollutants 

can be trapped near the source and accumulate.  

The same meteorological conditions that yield thermally direct circulations, 

such as bay breezes, can also lead to O3 and other pollution events in the right 

chemical regime: weak winds, warm temperatures, intense solar radiation, and 

subsidence inversions. Pollutants accumulate under these atmospheric conditions, 

leading to O3 formation and allowing these mesoscale circulations to compete with 

synoptic forcing. These pollutants are transported from the land to the water in the 

synoptic-scale flow prior to bay breeze development. Pressure gradients that develop 

due to differential heating force the air near the surface to move from water (high 

pressure) to land (low pressure) during the day. The reversal of this occurs at night 

when the land cools much more quickly than the water and causes a pressure gradient 

force in the opposite direction. This sequence forces early morning emissions over 

land to be transported over the adjacent body of water, and then re-circulated back to 

the land in the afternoon (Wang et al., 2001). NASA’s DISCOVER-AQ field 

campaign provided data and analysis that demonstrated the enhancement of pollution 

over the land near the Chesapeake Bay coastline as a result of higher concentrations 

over the bay (Goldberg et al., 2014) being transported landward from the bay breeze 

(Stauffer et al., 2015a; 2015b; Loughner et al., 2014, Mazzuca et al., 2017). Since 
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many of the world’s most populated cities reside along coastal regions (Small and 

Nicholls, 2003) and are therefore prone to air quality recirculation events, it is 

important to evaluate and understand the impacts of anthropogenic emissions and 

naturally-induced circulations on local air quality.  

Along with high O3 concentrations, the bay breeze also transports higher 

concentrations of water vapor over the land which, in combination with low-level 

convergence, can develop deep convection. Deep convective storms can transport 

polluted air from the boundary layer into the free troposphere (Dickerson et al., 

1987), where O3 production can increase (Pickering et al., 1992). Storms can be 

triggered as a result of upward vertical transport of water vapor associated with the 

rising branch of the land-sea overturning circulation, as well as by surface 

convergence between synoptic westerlies/south-westerlies and easterly/south-easterly 

bay breeze. Thunderstorm initiation by the land-sea contrast has been recognized for 

some time (Byers and Rodebush, 1948), and has been further investigated in complex 

land-water regimes such as rivers (Zhong et al., 1991). As a bay breeze propagates 

inland, small bodies of water such as rivers can enhance the convergence zone for 

thunderstorm initiation (Laird et al., 1995).  

 

1.2.2 Thermally-direct Mesoscale Circulations due to Topography 
(Mountain Breezes and Thunderstorms) and Surface Pollution 

 
The Denver area, along the Front Range in Colorado, is subject to complex 

meteorological features that can exacerbate air pollution and make for a challenging 

modeling situations for surface O3. Similar to the bay breeze, by afternoon on fair-



 

 11 
 

weather days, the air over the mountains (especially those facing the sun) is heated 

more quickly than the adjacent air at the same altitude, creating low pressure over the 

mountains and initiating an upslope breeze. Favored during times of weak synoptic 

flow, upslope winds reverse direction at nighttime. This results in downslope winds 

that can recirculate the polluted air that was advected over the mountains with the 

upslope flow during the daytime, and reduce the transport of pollution away from the 

urban sources (Reddy et al., 2016). In addition, during daytime the air that rises over 

the mountains may enter a solenoid circulation in which the synoptic-scale flow 

recirculates pollution eastward above the Planetary Boundary Layer (PBL) to the 

plains. There, the air descends and recirculates pollutants to the Front Range urban 

corridor (Reddy et al., 2016). 

Upslope winds can trigger deep convection from surface heating at the leading 

edge of the mountain breeze given a moist, unstable atmosphere. In addition to the 

storms triggered as a result of daytime heating in CO, an area called the Denver 

Convergence Vorticity Zone (DCVZ, or “Denver Cyclone”) where potential severe 

weather is initiated when SE flow from the Gulf of Mexico interacts with NW flow 

and with plateaus (such as the Palmer Divide), can add to the chemical transport 

complexity.  

 
 

1.3 Overview of NASA’s DISCOVER-AQ Field Project (2011-2014) 
 

While surface trace gas monitors are in place around the U.S., it remains a 

challenge to accurately detect and resolve near-surface pollution with Earth 



 

 12 
 

observations from space (Liu et al., 2005; Fishman et al., 2008; Martin 2008; 

Chatfield and Esswein 2012). DISCOVER-AQ, a five-year NASA Earth Venture 

campaign, was designed to advance satellite observation capabilities by investigating 

the relationship between column-integrated trace gas quantities and pollution in the 

near-surface environment (http://discover-aq.larc.nasa.gov). Goals of DISCOVER-

AQ include assessing uncertainties in column versus surface trace gas and aerosol 

observation correlations, characterizing the diurnal variation of the column and 

surface observations, and investigating how much horizontal variability can be 

captured in satellite retrievals and model calculations.  The P-3B aircraft provided 

profiling of meteorological, trace gas, and aerosol variables centered over surface air 

quality sites, and the B200 aircraft provided remote sensing of trace gases and 

aerosols. 

 The ability to understand and predict air pollution events has been limited in 

part by the lack of vertical meteorological and chemical profile observations.  With 

this unprecedented DISCOVER-AQ data set, the spatial-temporal variability of air 

pollution can be better addressed in terms of horizontal, vertical, and temporal 

coverage.  Understanding the varying meteorology at each of the campaign locations 

is crucial when trying to better understand air pollution. Each deployment has a 

common link: to understand air pollution near urban centers, polluted corridors, and 

areas of heavy industry. However, what makes each site distinctly different from one 

another lies in the mesoscale meteorological phenomena and unique topography in 

each region.  
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 The first deployment was in the Baltimore-Washington Metropolitan area in 

July 2011, during the second hottest July on record (79.6°F average) in Maryland 

(https://www.ncdc.noaa.gov). One focus of this deployment was to characterize O3 

and NO2 along the I-95 corridor and the metropolitan area. During this deployment, 

there was a notable stagnation episode (Bermuda high setup) and associated heat 

wave with record high temperatures and poor air quality from July 18 – July 23, 2011 

(He et al., 2014). This campaign was subject to Chesapeake Bay influences at some 

of the surface monitors and lowest aircraft spiral altitudes. On days with bay breezes, 

under weak synoptic flow, air that is already polluted is transported to the Maryland 

sites from the Ohio River Valley, Pennsylvania, and western Maryland. These 

pollutants move with the mean flow over the bay, where mixing in a slightly 

shallower and potentially more polluted marine boundary-layer occurs and can 

accumulate more O3. This air is then advected back over land with the bay breeze.  

The second deployment took place in San Joaquin Valley, California during 

January and February 2013. The focus of this deployment was on particulate matter 

from agriculture as well as NOx from mobile emissions in the Fresno and Bakersfield 

area. The meteorology in the San Joaquin Valley during the deployment consisted of 

periods of strong stagnation, which trapped the pollutants in the valley.  

The third deployment occurred in the Houston, Texas metropolitan area in 

September 2013. In this region, ground-based measurement sites were subject to high 

water vapor mixing ratios and deep convection. Due to the geographic location of the 

Houston area with respect to the Bermuda High, cleaner maritime air is typically 

advected from the south and southeast to the Houston area in the summer months. 
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When this pattern breaks, usually in September, the surrounding areas are subject to 

high concentrations of O3 precursors transported from the urban center and shipping 

docks (NOx), and petrochemical facilities (VOCs). On September 25, 2013, one of the 

worst-case scenarios occurred wherein high concentrations of VOCs were emitted by 

petrochemical facilities and high concentrations of NOx were measured. After these 

chemicals were carried to the Gulf and Galveston Bay by northwesterly synoptic-

scale flow behind a cold front, a recirculation event occurred from both a gulf breeze 

and a bay breeze, leading to dangerously high O3 concentrations observed at the 

surface and aloft at sites around the Houston area.  

The fourth deployment took place along the Front Range in the Denver, 

Colorado area in July and August 2014. This area is subject to complex meteorology 

from upslope and downslope mountain flow, solenoidal circulations, pop-up 

mountain thunderstorms, and severe weather from the DCVZ.  The chemistry that 

occurs in this area is driven by high NOx concentrations from mobile sources and 

VOCs from the oil and gas industry as well as feedlot operations.  

The DISCOVER-AQ project yielded several important publications 

addressing the coupling of meteorology and emissions, as well as over-arching goals 

of the field mission. Highlighted here are some works where analyses and modeling 

studies were conducted using the dense network of DISCOVER-AQ meteorological 

and chemical observing sites. Some papers demonstrate the importance of 

understanding how O3 concentrations vary along the land-water interface (Goldberg 

et al., 2014), how bay/gulf breezes can further complicate the transport of emissions 

and O3 concentration at sites along the bay during the Maryland and Texas 
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deployments (Loughner et al., 2014; Stauffer et al., 2015; Mazzuca et al., 2017), and 

can aid in fair-weather cumulus cloud formation and venting (Loughner et al., 2011). 

Additionally, He et al. (2014) discuss a situation where an elevated reservoir of 

pollutants was observed above the PBL, downwind of Baltimore, during a heat wave 

in the Maryland deployment. The DISCOVER-AQ observations also led to the ability 

to compare and improve chemical modeling platforms. For example, Anderson et al. 

(2014) used the DISCOVER-AQ data set to determine that the National Emissions 

Inventory (NEI), the emissions inventory used for regulatory photochemical 

modeling, overestimates mobile NOx emissions by 51-70%. Canty et al. (2015) used 

observations from DISCOVER-AQ to develop improvements to the Community 

Multiscale Air Quality (CMAQ) model to better match observations of NO2, and 

Goldberg et al., (2016) compared the baseline Comprehensive Air-Quality Model 

with Extensions (CAMx) simulation with DISCOVER-AQ data and introduced a 

model framework that better matches the observations in Maryland. In addition, some 

of the goals of the mission were addressed directly.  For example, linear regression 

analyses were conducted between mixing ratios at the surface and column 

abundances for O3 and NO2 (Flynn et al., 2014), and the variability of profile shapes 

by use of a hierarchical cluster analysis of O3 and NO2 profiles was investigated to 

better understand times when the column observations are most representative of the 

surface concentrations (Flynn et al., 2016).  Follette-Cook et al. (2015) examined the 

spatial and temporal variability of trace gases during the DISCOVER-AQ Maryland 

campaign and determined that the horizontal resolution and precision of future 
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geostationary atmospheric chemistry satellites will be sufficient to adequately observe 

pollution episodes. 

1.4 Objectives of this Research 

The work herein mostly focuses on bridging the gap between air chemistry 

and meteorology with observational and modeling analyses. Additionally, we 

investigate the production of O3 and its sensitivity to NOx and VOCs during the 

DISCOVER-AQ field mission with a zero-dimensional box model for emissions 

control policy implications in the Houston Metro Area. Through this work, we ask the 

following research questions (numbered) and subsequently discuss the methods 

through which the research questions are addressed (lettered):  

 

1) What are the detailed characteristics of thermally direct land-water 

breezes (e.g., bay and gulf breezes) and how do these characteristics 

compare to what is already known about these circulations in areas 

subject to poor air quality by recirculation?  

a. Use the unprecedented DISCOVER-AQ observations, specifically 

vertical profiles and surface observations, to understand the structure, 

timing, duration, and extent to which bay and gulf breezes penetrate 

inland and affect air quality.  

 

2) What is the climatology of bay breezes, thunderstorms, and O3 at a site 

historically known for having poor air quality along a body of water 
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(Edgewood, MD) and how do these mesoscale meteorological phenomena 

(bay breezes and thunderstorms) affect the O3 observed at the surface?  

a. Create an automated bay breeze and thunderstorm detection algorithm 

to sort through days and determine if a bay breeze and/or a 

thunderstorm have occurred in an influential radius of the site. Next, 

use this statistical model to calculate the conditional probability of an 

O3 event given the occurrence of a bay breeze, a thunderstorm, or both 

in a day, and determine how many O3 event days were also associated 

with each, all, or none of these features. This work will: 

i.  Aid in understanding the relationship between mesoscale 

meteorology and O3  

ii. Quantify the roles of mesoscale meteorological predictors for 

forecasting O3 events  

 

3) As discussed in Chapter 3, some storms act to terminate the pollution 

episode while some do not. That discovery prompted the following 

individual questions:  

• When thunderstorms do not help to clean up the polluted boundary layer 

air, what are the characteristics of those types of storms and what are the 

dynamical mechanisms that result in days with both deep convection and 

poor air quality?  

• What are the characteristics of and surface effects from storms that 

terminate a pollution episode?  
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• What are the characteristics of storms initiated as a result of topographic 

forcing?  

• Can small mesoscale events, such as bay breezes and air-mass 

thunderstorms, be accurately simulated in a dynamical model?  

a. Perform case study analyses of two air-mass thunderstorms: one that 

does not terminate the pollution episode and another that does.  

b. Run the Weather Research and Forecasting (WRF) model (Skamarock 

et al., 2008) at fine horizontal and vertical resolution to accurately 

simulate the complex dynamics observed on one of the case study days 

(July 22, 2011). 

c. Add tracers to the WRF simulation when an adequate dynamical 

simulation is acquired for better understanding of boundary layer air 

distribution and mixing in the storm, determine the altitude of the 

downdraft, and quantify vertical mass flux.  

 

4) In what regime is the production of O3 (NOx-sensitive or VOC-sensitive) 

as a function of time and space around areas of heavy industry and urban 

pollution, such as the Houston Metro area?  

a. Using a photochemical box model based on the CB05 chemical 

mechanism (Yarwood et al., 2005) constrained to DISCOVER-AQ 

aircraft observations, calculate O3 production and sensitivity to its 

precursors, NOx and VOCs, throughout the analysis time period of 

DISCOVER-AQ TX using the LN/Q method (Kleinman et al., 2005).  
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The thesis is organized in the following manner:  

Chapter 2 (Mazzuca et al., 2017) contains the results from two in-depth case 

studies of bay and gulf breeze circulations during DISCOVER-AQ at Edgewood, MD 

and Smith Point, TX, and quantifies how these circulations led to extreme O3 

pollution episodes. This work was published in Atmospheric Environment. 

Chapter 3 (in review: Mazzuca et al., 2018) depicts the results of a statistical 

modeling effort to quantify and understand the role of mesoscale meteorology and O3 

surface concentrations. An automated detection algorithm was developed to sort 

through June, July, and August (2011-2016) between the hours of 11-19 EST and to 

determine days that had: a bay breeze, a thunderstorm, both, or neither. Next, 

statistics were calculated for O3 and included the conditional probability of an O3 

event given a bay breeze, thunderstorm, or both, average and maximum 

concentrations on days with each meteorological category, differences from one year 

to the next, and the most frequent meteorological events to occur on days with an O3 

event. This work was submitted to Atmospheric Environment and is now under 

review.  

Chapter 4 expands upon Chapter 3 by offering an in-depth examination of the 

complex dynamics that occurred on two case study days during DISCOVER-AQ in 

Maryland and Colorado, influenced by mesoscale circulations formed by topographic 

forcing. The observed bay breeze and thunderstorm case study from the Maryland 

deployment on July 22, 2011 is simulated in WRF using a lightning data assimilation 

method, and is evaluated using radar reflectivity from Sterling, VA and observations 
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from the DISCOVER-AQ deployment. WRF is able to reproduce the dynamics 

observed on that day with fairly good agreement, and can therefore be used to test the 

physicality of the thunderstorm statistics derived from Chapter 3. Future work will 

include adding chemical tracers to the dynamical model to better understand the 

thunderstorm dynamics that resulted in the extreme air pollution episode that was 

observed on that day. This has led to a paper in preparation to be submitted in the 

summer of 2018, (journal TBD) (Mazzuca et al., 2018).  

For Chapter 5 (Mazzuca et al., 2016), the focus is switched from meteorology 

to chemical modeling. In this section, an aircraft observation-constrained box model 

based on the CB05 mechanism is used to better understand the oxidation processes 

that occur to form O3 in the Houston Metro area during DISCOVER-AQ. This work 

demonstrates the nonlinear O3 production in an area with complex chemical 

emissions and regimes. The work published in Atmospheric Chemistry and Physics 

(ACP) finds that there are differences in the sensitivity of O3 production between the 

spiral sites over the Houston area and differences in time of day. For example, many 

sites are VOC sensitive in the morning with a transition to NOx sensitive by later in 

the day. From this, we conclude that while NOx control is beneficial in reducing O3 

pollution overall, VOC control is beneficial at select locations and times of day.  

Chapter 6, which is the final chapter, provides concluding remarks as well as 

ideas for future work.  
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Chapter 2: Extreme Events: Bay and Gulf Breeze Case Studies 
in Maryland and Texas (published as Mazzuca et al., 2017) 

 

2.1 Introduction 

Several studies have shown that sea, bay, and gulf breezes can contribute to 

poor air quality (Banta et al., 2005; Evtyugina et al., 2006; Darby et al., 2007; 

Loughner et al., 2011). The 2011 DISCOVER-AQ campaign yielded data 

demonstrating the influence of the Chesapeake Bay breeze as it enhanced pollution 

inland of the coastline (Stauffer et al., 2015a; 2015b; Loughner et al., 2014). During 

the July 2011 DISCOVER-AQ campaign, the 2008 8-hour O3 standard of 75 ppbv 

was violated at Edgewood, MD on ten days, and a bay breeze was observed on eight 

of these days (Stauffer et al., 2015a).  Studies during the 2011 DISCOVER-AQ 

campaign showed that concentrations of surface O3 tended to be higher over the 

Chesapeake Bay than upwind land areas due to a shallower boundary layer, ship 

emissions, lower deposition rates, higher photolysis rates, and decreased boundary-

layer venting due to a decrease in cloud cover compared to the nearby land (Goldberg 

et al., 2014). 
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 Concentrations of background O3 in eastern Texas tend to be higher in late 

summer and early fall due to the synoptic circulations of northerly and easterly flow 

transporting continental high O3 air to the area. Higher background concentrations 

could contribute to the frequency and magnitude of O3 episodes (Langford et al., 

2009). The Texas Commission on Environmental Quality (TCEQ) uses the 

background O3 concentration to estimate the local contribution of O3 as the difference 

between the 8-hour maximum background O3 and the 8-hour maximum measured O3 

(Nielson-Gammon et al., 2005). High O3 in the Houston area is often a result of 

small-scale circulations with advection of pollutants from the Houston Ship Channel 

to the southwestern part of the Houston Metro area (Ngan and Byun, 2011) and in 

many cases is the result of wind shifts in a postfrontal environment (Rappengluck et 

al, 2008). When a gulf or Galveston bay breeze sets up after these pollutants are 

advected over the water behind the front, the Houston Metro area can experience a 

second dose of pollution.  

 Studies performed in Houston, TX, showed that O3 episodes begin when the 

synoptic-scale winds transport pollutants from the land to water before a bay or gulf 

breeze sets up (Darby, 2005). As the bay or gulf breeze develops, pollutants are 

recirculated over the adjacent land adding to the pollution generated locally in these 

areas. Banta et al. (2005) discussed an O3 episode where the gulf / bay breeze 

contributed to surface hourly O3 concentrations of 200 ppbv.  

 Similarly in this chapter, we focus on the effects of thermally direct 

circulations and local meteorology on air quality in Edgewood, MD and Smith Point, 

TX, as measured during DISCOVER-AQ.  
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2.2 Measurements  

Table 2.1 provides a summary of measurements used for the Edgewood, MD and 
Smith Point, TX studies 

Instrument & Model Measurement Platform Uncertainty/Accuracy 
Vaisala, TTS111 Temperature, RH, 

Pressure 
Tethered Balloon ±0.5 °C, ±5 %, 

±1.5 hPa 
2B Technologies, 205 O3 Tethered Balloon ±2 % 
2B Technologies, 
401/410 

NO/NO2 Tethered Balloon 
(Smith Point only) 

±2% 

KNMI NO2-sonde NO2 Tethered Balloon 
(Smith Point only) 

N/A (TBD) 

ScinTec, MFAS 
SODAR & RAE1 
RASS 

Vertically Resolved 
Wind Speed & 
Direction 

MARAF 0.3-0.5 m/s, ± 3° (<2.0 
m/s) 

Flux Tower 
Instruments (denoted 
by *) 

Near-surface Fluxes MARAF  

CSI 3-D Sonic 
Anemometer, CSAT3* 

u,v,w; Tv MARAF Ux,Uy: ±8 cm/s Uz: 4 
cm/s 
Direction: ±0.7° at 1 
m/s 
Tv: N/A 

LI-COR H2O/CO2 Gas 
Analyzer, LI-7500* 

H2O/CO2 
concentration 

MARAF CO2 ±1% 
H2O ±2% 

Vaisala Pressure 
Sensor, PTB220B* 

Pressure (hPa) MARAF ±0.25 hPa 

Micromet Systems Net 
Radiometer, Q*7* 

Net Radiation (Wm-2) MARAF -6% @ 7m/s for 
positive fluxes, -1% at 7 
m/s for negative fluxes 

Surface WeatherPak 
2000 

WxPak Pressure MARAF ±1 hPa at 22°C 
 

 WxPak Compass MARAF < ±30 ° 
 WxPak Wind Speed MARAF ±0.3 m/s 
 WxPak Wind Dir. MARAF ± 3 ° 
 WxPak Humidity and 

Temperature 
MARAF ± 0.8% / ±0.1 K at 23°C 

TECO Inc., 29C Surface O3 NATIVE ±2 % 
TECO Inc., 42C-Y Surface NO/ NOy NATIVE ±3 % 
NCAR 4 Channel 
Chemiluminescence 

O3 P-3B ±5 % 

NCAR 4 Channel NO/NO2/NOy P-3B 10-15 % 
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Chemiluminescence 
General Eastern, 
1011B 

Temperature P-3B ±0.2 °C 

Rosemount, MADT 
2014 

Pressure P-3B ±0.25 hPa 

DFGAS CH2O P-3B ±4% 
 

2.2.1 P-3B Aircraft 

NASA’s P-3B aircraft typically spiraled over each ground site three to four 

times within an operational day at altitudes from 300 to >3000 m AGL. In some 

DISCOVER-AQ deployments, missed approaches were used to fill this gap between 

300 m and the surface, where the P-3B would approach the ground and take off again.  

In the Maryland deployment, the tethered balloon at Edgewood is used in this study. 

In the Houston deployment, the Millersville University tethered balloon was used at 

Smith Point. Onboard the P-3B there was continuous O3, NO, NO2, and NOy 

measurements made using the National Center for Atmospheric Research (NCAR) 4-

Channel Chemiluminescence Instrument with one-second averages with 5% 

uncertainty for O3 and NO, 10% for NO2, and 20% for NOy. CH2O measurements 

were made on the P-3B using the Difference Frequency Generation Absorption 

Spectrometer (DFGAS) with 30 second averaging and 13% uncertainty (Weibring et 

al., 2007). Some differences were observed between the P-3B measurements and 

those of the tethersonde. These differences are likely due to the horizontal distance 

between the aircraft and the balloon along a convoluted coastline near the Edgewood 

site, and/or the timing between the flyover and the tethered balloon position. Based 

on inter-comparisons between the P-3B and the tethersonde, differences due to 

representativeness (timing and exact location) are likely greater than differences 
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associated with instrument errors or operations. The timing between the flyover and 

when the tethered balloon reached the aircraft altitude was sometimes as much as 30 

minutes. 

2.2.2 Edgewood, MD Ground Site 

The Baltimore/Washington metropolitan area is vulnerable to exceeding the 

70 ppbv; 2015 (75 ppbv; 2008) EPA O3 standard due to the abundance of precursor 

emissions along with meteorological conditions favorable for O3 production (He et 

al., 2013). The highest O3 design value in the Baltimore Non-Attainment Area (NAA) 

has been consistently measured at the air-monitoring site in Edgewood. This site 

experienced the highest O3 measured on the U. S. east coast region for 2011 and was 

many times the only monitoring station within the NAA that exceeded the O3 

standard of 75 ppbv standard at that time. This is due in part to its location in a bay 

breeze convergence zone.   

Millersville University deployed its mobile lab including a suite of 

instruments and equipment in support of boundary layer and atmospheric chemistry 

research (Millersville Atmospheric Research and Aerostat Facility (MARAF; see 

http://www.millersville.edu/esci/maraf). One-hundred sixty-seven tethered balloon 

soundings captured the temporal and vertical evolution of O3 on P-3B flight days and 

some non-flight days throughout the campaign.  The continuous soundings provide a 

useful data set to characterize profile shapes and how they vary as a result of 

meteorological conditions such as bay breezes, the amount of boundary layer 

turbulence, and influences of local plumes versus longer-range transport. MARAF 

was deployed at Eagle Point on the Edgewood side of the Aberdeen Proving Ground 
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(APG; lat: 39.397N°, lon: 76.271W °) for the first DISCOVER-AQ deployment in 

July 2011 (Figure S1).  

 

 
Figure S1. DISCOVER-AQ ground and spiral sites during the July 2011 
Baltimore/Washington campaign. Edgewood is where the Millersville 
Tethersonde/MARAF and NATIVE were located (http://discover-aq.larc.nasa.gov).  

 

APG, a U.S. Army facility, is often influenced by transport of O3 precursors 

from the Baltimore-Washington Metro area.  MARAF includes a 4-meter flux tower, 

a Sigma Space MicroPulse Lidar (MPL), an acoustic SOnic Detection And Ranging 

(SODAR) with Radio Acoustic Sounding System (RASS) extension, surface trace 

gases (O3, NOx, SO2, and CO), and a 3-wavelength Nephelometer. The tethered 

balloon system consists of a Vaisala TTS111 system that measures temperature, 

pressure, relative humidity, wind speed, and wind direction along with a 2B-

Technologies Inc. trace gas analyzer for O3. Semi-continuous profile measurements 

were taken in blocks of approximately 1.5 to 2.5 hours depending on available 

platform battery power, where typically four vertical profiles were measured per 

charge from the surface to ~500 m AGL. The soundings coincided in time with the P-
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3B spirals to fill the gap from the lowest P-3B altitude to the surface. Profiles were 

also conducted between spirals to capture the temporal evolution of vertical 

variability throughout the day.   

The MARAF site was set up 2.7 km SE of the Edgewood Maryland 

Department of the Environment monitoring site (MDE) as well as the Nittany 

Atmospheric Trailer and Integrated Validation Experiment (NATIVE; Martins et al., 

2012) for optimal boundary layer sampling immediately on the coast of the bay 

(Figure S2).  

 
Figure S2. Relative locations of MDE/NATIVE, and MARAF sites, both in 
Edgewood, MD northeast of Baltimore and surrounded by the Chesapeake Bay and 
its estuaries.  

 

MDE and NATIVE were collocated platforms for air quality and ground-based in-situ 

measurements. Chemical measurements included O3, NO, NOy, SO2, and CO for 

NATIVE and O3 for MDE. 

2.2.3 Smith Point, TX Ground Site 

Houston, TX has large emissions of O3 precursors power plants, refineries, 

and petrochemical industrial plants coupled with meteorological conditions favorable 

for O3 production, typically during late summer.  Emissions are particularly large 

MDE & NATIVE 

MARAF

Chesapeake Bay



 

 28 
 

along the Ship Channel and western shore of Galveston Bay (Banta et al., 2005). 

Aircraft observations from Kleinman et al. (2005a) found that NOx and light olefins 

emitted from petrochemical facilities led to the highest O3 production observed in the 

study. Smith Point, on a peninsula extending into Galveston bay from the eastern 

shore, is susceptible to both bay and gulf breeze pollution recirculation. The 

combination of high emissions and bay and gulf breeze circulations lead to O3 

exceedances.   

MARAF was deployed at Smith Point, TX (lat: 29.54N°, lon: 94.76W°) for 

the third deployment of DISCOVER-AQ in September 2013 (Figure S3) alongside 

the NATIVE trailer.  

 
Figure S3. DISCOVER-AQ ground and spiral sites during the September 2013 
Houston campaign. Smith Point is where the Millersville Tethersonde/MARAF and 
NATIVE were co-located (http://discover-aq.larc.nasa.gov).  

 

The tethered balloon operation was similar to the Edgewood deployment, but the 2B-

Technologies Inc. NOx analyzer and an NO2 sonde developed by the Royal 

Netherlands Meteorological Institute (KNMI) were added for this deployment. The 

KNMI NO2-sonde uses the NO2 chemiluminescent reaction in a nearly specific to 

NO2 aqueous luminol solution (Sluis et al., 2010). Similar surface instruments to the 
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Maryland deployment were used such as the MPL, SODAR, Nephelometer, and trace 

gas suite; however, the flux tower experienced technical issues and was not used for 

this study. A Coastal Environmental WeatherPak 2000 was used in this deployment, 

which measured surface meteorological constituents such as: pressure, temperature, 

humidity, wind speed, and wind direction. Again for this campaign, the NATIVE 

mobile platform for air quality and ground-based in-situ measurements was used, 

which included surface chemical measurements of O3, NO, NOy, SO2, and CO.  

2.3 Bay Breeze Case Study: Edgewood, MD 29 July 2011 

During the Baltimore/Washington DISCOVER-AQ campaign, five days 

exhibited a bay breeze and four days displayed evidence of bay breeze initiation, but 

were unable to persist due to a thunderstorm or gust front. During this deployment, 

ten days exceeded the EPA 8-hour 2011 O3 standard of 75 ppbv at Edgewood - eight 

of ten were associated with a bay breeze or “interrupted” bay breeze (Stauffer et al., 

2015a).  On 29 July 2011, surface (Figure 2.1), and tethersonde observations 

indicated three bay breeze fronts at the Edgewood MARAF site. The morning of the 

29 July featured weak synoptic forcing with a surface high pressure and an upper-

level ridge in place over the Mid-Atlantic region, typically conducive for both O3 

events and bay breezes. By 12 UTC (08:00 EDT; UTC-4), the synoptic wind pattern 

over the site was northwesterly (NW) at 850 mb (Figure S4; NCEP Reanalysis data 

provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their 

website at http://www.esrl.noaa.gov/psd/).  
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Figure S4. NCEP North American Regional Reanalysis (NARR) 850 mb 
geopotential heights (white lines) and wind barbs (orange barbs) on 07/29/2011 at 12 
UTC (08:00 EDT) over the U.S.  

 

 The earliest bay breeze passage of the day (~13:30 EDT) was noted by both 

the surface observations and a tethersonde profile to be a shallow and brief, but 

intense boundary between the land environment and the high O3 air over the bay. 

Measurements made at the NATIVE trailer only 2.7 km NW of MARAF did not 

exhibit any effects of the first bay breeze event (Stauffer et al., 2015a). A second bay 

breeze front passed through the site around 16:15 EDT affecting surface 

concentrations for about an hour until a wind direction shift brought cleaner air to the 

research site. By 18:00 EDT, a third bay breeze passage was measured which was 

sustained until 20:00 EDT when a gust front pushed the O3 rich marine air off the 

coast, bringing in cleaner continental air from the thunderstorm outflow. Continuous 

profiling by the tethersonde captured much of the variability observed on this day. 

Measurements at the NATIVE trailer were also affected by the second and third bay 

breeze passages with slightly smaller magnitude fluctuations (Stauffer et al., 2015a).  
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Figure 2.1 07/29/2011 Edgewood MARAF site wind direction with height derived 
from SODAR wind profiler (colors) and labeled surface trace gases: O3 (dark green), 
NOx (blue), SO2 (pink), and CO (olive green). Note WSW winds starting at 8:30 EDT 
as the nocturnal PBL broke up and concentrations of primary pollutants CO and NOx 
increased. This is followed by inflow of more O3 rich air from over the Chesapeake 
Bay in a shallow (~100m; see also Figures 2.2 and 2.3) layer, shifting to generally 
SSW winds with sustained high O3 concentrations by 16:30 EDT. 

 

 July 29, 2011 was part of a multi-day ramp up of summertime air pollution as 

a consequence of the synoptic meteorological conditions. Around 08:30 EDT, a 

combination of stored O3 from the (nocturnal) residual layer mixing down to the 

surface during the growth of the mixed layer and photochemical production led to a 

rapid increase in surface O3 from 25 to 75 ppbv within two hours (Figure 2.1). This 

corresponds to negative vertical eddy momentum flux (downward transport) as 
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measured by the flux tower, as well an end to directional wind shear and development 

of vertical speed shear (Figure 2.2).  

 

Figure 2.2 07/29/2011 Edgewood MARAF site wind speed with height derived from 
SODAR (colors) and 4-meter vertical eddy momentum flux (black line). 
 

Tethered balloon soundings between 08:20 and 09:07 EDT (Figure 2.3) show 

enhanced O3 concentrations relative to the surface between 150-340 m. The 

ascending profile (08:20-08:42 EDT) from the surface to 340 m shows increasing O3 

concentration with altitude between 150 – 330 m. The descending profile (08:42 – 

09:07 EDT) shows the downward transport of higher O3 concentrations from aloft to 

the layer below 200 m. The descending profile indicates a layer (260 – 340 m) of 

lower water vapor mixing ratio along with higher potential temperature and higher 

wind speeds than the ascent sounding. From 260 m to the surface, the descending 

Wind

)
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profile shows fairly well mixed, enhanced water vapor mixing ratio, higher potential 

temperature, and higher wind speeds than the ascending profile.   

 

Figure 2.3 07/29/2011 Millersville tethersonde profiles of O3 concentration, water 
vapor mixing ratio, potential temperature, and wind speed from the surface to ~340 
m. The first sounding (blue) is from the surface to maximum altitude (08:20 – 08:42 
EDT) and the second sounding (pink) is down from maximum altitude (08:42 – 09:07 
EDT). Profiles indicate higher O3 concentration and water vapor mixing ratio layer 
aloft during first sounding and mixing down (weaker vertical gradient) by the second 
sounding. 
 

Back trajectory analysis calculated for the period six hours prior to these profiles 

from the Air Resources Laboratory's Hybrid Single-Particle Lagrangian Integrated 

Trajectory (HYSPLIT) model (Stein et al., 2015; Draxler and Hess, 2004) shows 

transport from central Pennsylvania at 1000 m and western Pennsylvania at 100 m. 

Back trajectories from the period one hour before are from eastern Maryland at 1000 

08:20 - 08:42 EDT
08:42 - 09:07 EDT
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m and between Edgewood and Baltimore intersecting I-83 at 100 m. This suggests 

that some of the enhanced O3 concentration found in these profiles was due to 

transport from Pennsylvania cities and Baltimore, MD during early to mid-morning, 

before the bay breeze. 

 O3 concentrations at the surface fluctuated from 75 to 80 ppbv from 11:00 

EDT until the first bay breeze passage (~13:30 EDT) that swept through the site in a 

shallow wedge (<100 m) bringing spikes in O3 and specific humidity, but a drop in 

temperature.  The combined P-3B and tethersonde profile (Figure 2.4) for the first 

spiral of the day demonstrates the shallow but intense bay breeze below the P-3B 

minimum flight altitude (Figure 2.5; Table 2.2).   

 

Table 2.2 Conditions during bay breezes observed on 7/29/2011 at Edgewood, MD 

 Time (EDT) Specific 
Humidity 

(g/kg) 

Temperature (°C) O3 
Concentration 

(ppbv) 
Bay breeze 1 13:30-13:50 15.6 to 18.5 37.8 to 35.8 77 to 113 

Bay breeze 2 16:15-17:25 13.6 to 16.5 38.5 to 37.5 84 to 91 

Bay breeze 3 18:00-20:00 15.0 to 18.0 37.6 to 36.3 87 to 107 

 

The bay breeze also transported other trace gases during this passage: NOx increased 

from 6.5 to 8.8 ppbv, SO2 increased from 2.7 to 3.6 ppbv, and CO increased from 710 

to 760 ppbv (Figure 2.1).   
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Figure 2.4 07/29/2011 Midday blended profile of the first circuit P-3B spiral over 
Edgewood (orange) and the corresponding Millersville tethersonde sounding (blue) of 
O3 concentration, water vapor mixing ratio, and potential temperature from the 
surface to ~5000 m; surface O3 concentration (pink dot; at maximum surface O3 
concentration). The shallow bay breeze passage is observed in the tethersonde profile 
and the surface, but not by the P-3B due its extremely shallow depth.  
 

This bay breeze was too brief for the 30 minute averaged SODAR wind 

measurements. However, the tethersonde anemometer measured wind direction in the 

bay breeze layer to be between 90 and 190 degrees, but fluctuating between 80 and 

280 degrees near the surface (Figure S5; wind direction light pink sounding).  

(ppbv)

1232 - 1329 EDT
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Figure S5. 07/29/2011 Millersville tethered balloon soundings throughout the day 
capturing temporal variations in concentrations and meteorological parameters at 
Edgewood. Blue: morning sounding before mixing (08:21-08:42 EDT), light pink: 
sounding during the first bay breeze (13:30 – 13:29 EDT), green: sounding showing 
retreated levels of O3 concentration and water vapor mixing ratio before second bay 
breeze (13:50 – 14:16 EDT), red: sounding ~30 minutes after second bay breeze 
passage (16:48- 16:57 EDT).  
 

At 13:50 EDT, trace gas concentrations, specific humidity, and temperature returned 

to previous levels throughout the vertical profile (Figure S5; green sounding) and at 

the surface (Figure 2.5). The brevity of this intense yet shallow bay breeze 

demonstrates the steep, localized gradients at the bay breeze front and the significant 

impact on surface concentration.   

  

0821 - 0842

EastNorth South West
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Figure 2.5 07/29/2011 MARAF surface O3 concentration (black line), 4-m 
temperature (orange line) and 4-m flux tower specific humidity (blue line). Spikes 
that positively correlate between O3 concentration and specific humidity and 
negatively correlate to temperature observed (13:30, 16:15, 18:00 EDT) indicate two 
small-scale bay breeze passages and then a larger scale passage from 16:00 to 19:00 
EDT.   
 

A second bay breeze frontal passage occurred later in the day around 16:15 

EDT (Figure 2.5; Table 2.2). This was associated with a wind shift from NW to SSW 

with air coming from the Baltimore area and passing over the bay. By 17:25 EDT the 

wind shifted direction again from SSW to SSE along with a change in surface 

concentrations. Although this air temporarily passed over the bay, specific humidity 

decreased to 14.6 g/kg, temperature increased to 38.2 degrees C, and O3 decreased to 

85.3 ppbv (Figure 2.5). A combined P-3B and tethersonde profile was captured 

during this transition period between wind directional shifts. The tethersonde profile 

from 16:48 to 16:57 EDT captured the O3 and water vapor rich air mass from the bay 

breeze, whereas the P-3B spiraled down 25 minutes later (from 17:24 to 17:36 EDT) 

over the site measuring the air from the SSE with the previously detailed lower O3 
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and specific humidity concentrations along with slightly warmer temperatures (Figure 

2.6).  

 

Figure 2.6 07/29/2011 Late afternoon blended profile of the third circuit P-3B spiral 
over Edgewood (orange) and the corresponding Millersville tethersonde sounding 
(blue) of O3 concentration, water vapor mixing ratio, and potential temperature from 
the surface to ~4000 m; surface O3 concentration (pink dot). The tethersonde profile 
was taken  ~25 minutes before the P-3B spiral, resulting in somewhat greater 
disparity between platforms.  
 

By 18:00 EDT, the bay breeze returned and remained for ~2 hours (Figure 

2.5; Table 2.2).  Around 20:00 EDT, the bay breeze was terminated by NW flow from 

a gust front heading southeastward from southern Pennsylvania / northern Maryland 

as shown by the Sterling, VA radar (KLWX) in Figure S6.  

(ppbv)

1634 - 1657 EDT
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Figure S6. 07/29/2011 Sterling, VA (KLWX) radar reflectivity in dBZ of gust front 
passage over the MARAF site at 00:03 UTC (20:03 EDT).  

 

With the passage of the gust front, specific humidity decreased from 18.4 to 13.4 

g/kg, temperature decreased from 36.4 to 35.6 degrees C, and O3 concentration 

dropped from 88 to 67 ppbv (Figure 2.5).  

 

 

2.4 Gulf and Bay Breeze Case Study: Smith Point, TX 25 September 2013 

The effects of local meteorology on this day resulted in the highest 

instantaneous measured O3 during all of the DISCOVER-AQ deployments. Leading 

up to 25 September 2013, and for most of the DISCOVER-AQ Houston deployment, 

onshore flow dominated at Smith Point. The event on 25 Sep was not part of a ramp 

up pollution episode or heat wave common to high pollution case study events, but 

instead, the result of postfrontal and local wind shifts carrying polluted air masses. On 

this day, the local winds behind the front were northerly and pollution observed at 

MARAF Site
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Smith Point was, largely, a function of the flow from Houston industrial area and 

chemical plants. The localized Houston pollution that accumulated over the bay and 

gulf was recirculated back over the research site at Smith Point by the gulf and bay 

breeze around 17:30 CDT (UTC-5) with O3 concentrations of 175 ppbv observed at 

the surface at Smith Point.  

2.4.1 Synoptic Conditions, Local Winds, and Air Quality Observation 

Overview 

In the early hours of 25 September 2013, a weak cold front stemming from a 

low over NW Arkansas moved SE over the Gulf of Mexico. High pressure filled in 

behind this front and a ridge was in place over much of the south-central United 

States by 12 UTC (07:00 CDT) featuring subsidence over southeast Texas (Figure 

S7).  

 
Figure S7. NCEP North American Regional Reanalysis (NARR) 850 mb 
geopotential heights (white lines) and wind barbs (orange barbs) on 09/25/2013 at 12 
UTC (07:00 CDT) over the U.S. 
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At 10:00 CDT, SODAR (Figure 2.7; colored background) detected a near-surface 

wind shift from WSW to N bringing higher concentrations of NOy to Smith Point.  

 

Figure 2.7 09/25/2013 Smith Point, TX MARAF site wind direction with height 
derived from SODAR (colors) and NATIVE surface trace gases: O3 (purple) and NOy 
(green). Note: consistent buildup of O3 under NW winds was followed by a spike as 
winds shifted to SW around 17:00 EDT, which brought photochemically aged smog 
to the site. 
 

Refineries and chemical plants in Baytown and Deer Park lie to the NW and NNW of 

Smith Point. While O3 was increasing since 7:00 CDT, an abrupt jump in O3 

concentration was observed at the surface around 11:00 CDT, most likely due to 

mixing down of higher concentrations of O3 and precursors. From 12:00 to 15:00 

CDT, surface winds were NNE while winds at 130 m to 200 m were NNW and NW. 

The NNW and NW winds were associated with the transport of O3 and precursors of 

O3 to Smith Point as shown by the tethered balloon profiles in Figure S8. These 

profiles, which started at 13:14 CDT, exhibit peaks in O3 concentration of 220 ppbv 

Wind Altitude (m)
Wind Direction 

(degrees)
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and 200 ppbv with NOy concentration of 18 ppbv between 100 and 200 m with low 

NO2 concentration.  

 
Figure S8. 09/25/2013 Millersville University tethersonde sounding of O3, NOx, NO2 
sonde, water vapor mixing ratio concentration and potential temperature from the 
surface to 500 m at Smith Point.  
 

 O3 continued to increase at the surface under northwesterly winds until 

easterly winds at 16:00 CDT brought a brief respite, that lasted until 17:00 CDT. At 

this time, gulf and bay breezes brought the poorest air quality of the campaign – O3 

concentrations at the surface soared from 70 ppbv to 175 ppbv. By 20:00 CDT, O3 

concentrations retreated between 60 and 70 ppbv (Figure 2.7).  

2.4.2 Transport to Smith Point from Major Sources 

During the first P-3B circuit of the day at 9:48 CDT, the aircraft flew over the largest 

petrochemical facility in the U.S. near Baytown (29.741N, 95.010W), and 

formaldehyde (CH2O) concentrations rose dramatically (Fried et al. AQRP report, 

2016) to 18 – 20 ppbv. CO concentrations were between 500 – 600 ppbv and NOy 

(ppbv) (ppbv)

13:14 CDT
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concentrations were between 45 - 50 ppbv (Figure 2.8; concentrations located near 

the white square).  

 As the P-3B made its closest approach near Deer Park (29.703, - 95.131) 

during the first circuit around 11:21 CDT, CH2O concentrations were between 8-12 

ppbv; CO concentrations were between 480 – 520 ppbv and NOy concentrations 

between 55-60 ppbv (Figure 2.8; concentrations near the black square). 

 

 

 

 

 

 

a)  
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c) 
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Figure 2.8 09/25/2013 (a) CH2O, (b) CO, and (c) NOy concentrations measured on 
the P-3B flight track during the first circuit. Black square is location of Deer Park and 
white square is location of Facilities at Baytown.  
 

 During the second circuit (12:15 – 12:28 CDT), a polluted air parcel from the 

Baytown and Deer Park area was observed downwind, over the Galveston Bay and at 

Smith Point (Figure 2.9). 

  

a) 

 

 

 

 

b) 
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c) 
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Figure 2.9 09/25/2013 (a) CH2O, (b) CO, and (c) NOy concentrations measured on 
the P-3B flight track during the second circuit 
 

CH2O concentrations were between 20-23 ppbv, CO concentrations were 300-400 

ppbv, NOy between 0-5 ppbv, and O3 110-145 ppbv. The combined P-3B and 

tethersonde profile during this spiral shows an elevated layer of O3 between 400 m. 

Due to small differences in time and space between the P-3B and the tethersonde, the 

P-3B measured a NOy plume at 100 m with an associated decrease in O3, which was 

not observed by the balloon. This is likely due to NO titration from a local emission 

source (Figure 2.10).   

 

Figure 2.10 09/25/2013 Blended profile of the second circuit P-3B spiral over Smith 
Point (orange) and the corresponding Millersville tethersonde sounding (blue) of O3 
concentration, NOy concentration (NOx with interferences from other reactive 
nitrogen species on tethersonde), water vapor mixing ratio, and potential temperature 
from the surface to ~4000 m. The P-3B measured a NOy plume at ~100 m that the 
tethersonde did not due to temporal and spatial differences between the soundings.  
 

y(ppbv) (ppbv)

1212 - 1220 CDT
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The tethered balloon continued to profile between the second and third P-3B 

overpasses. In the next set of tethersonde balloon profiles from 12:56 to 13:59 CDT, 

the highest concentration of O3 was observed within the first 500 m at Smith Point 

due to photochemistry from significantly elevated precursors emitted upwind (Figure 

2.11).  

 

Figure 2.11 09/25/2013 Tethersonde soundings of O3 concentration, potential 
temperature, and water vapor mixing ratio at Smith Point from 12:56 – 13:49 CDT 
from the surface to 500 m.  
 

Six-hour backward trajectories at 1 km horizontal resolution (WRF; 

Skamarock et al., 2008) were run at six initialization altitudes relevant to the 

tethersonde at Smith Point (2, 100, 200, 300, 400, and 500 m).  The trajectory and 

wind directions agree with measured surface wind direction with variations in near-

surface vertical wind shear observed by SODAR. The back trajectory from the first 

profile, which started at 12:56 CDT (Figure 2.12a), shows that air passed over the 

Deer Park plants between 200 and 300 m altitude. This corresponds to the layer of 

(ppbv)

1256

1314 

1331

1349



 

 50 
 

highest O3 concentration from the first sounding in Figure 2.11 (red) in the layer 

between 125 m and 275 m. At 13:14 CDT, the sounding in Figure 2.11 (green) shows 

O3 concentrations of 220 ppbv between 100 and 200 m altitude, which correspond to 

air coming from the facilities near Baytown at 100 m and air from the Deer Park 

Plants at 200 m according to the WRF back trajectory (Figure 2.12b). The sounding at 

13:31 CDT Figure 2.11 (dark blue) showed that O3 concentration retreated to mostly 

below 150 ppbv from 150 m to 500 m and increased to 180 ppbv in a shallow layer 

between 25 m and 75 m. By 13:49 CDT, the entire tethersonde profile retreated to O3 

concentrations below 150 ppbv from the surface to 500 m (Figure 2.11; purple 

sounding).  

a) 
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b) 

 

Figure 2.12 Six-hour WRF back trajectories at six initialization altitudes (2 m, 100 
m, 200 m, 300 m, 400 m, 500 m) from the location of the tethersonde at Smith Point. 
(a) Initialized at 12:56 CDT (b) Initialized at 13:14 CDT 
 

2.4.3 Recirculation from Bay and Gulf Breezes 

Northwesterly winds throughout the day transported pollutants offshore over 

the Galveston Bay and the Gulf of Mexico where secondary pollutants formed; these 

later returned to Smith Point in the strongest episode of the campaign.  An intense, 

O3-rich, shallow layer only 200 m deep was observed in the vertical balloon 

soundings between 14:31 – 15:42 CDT due to the static stability of the air over the 

relatively cool surface of the bay. In this series of balloon soundings, the shallow 

marine boundary layer was diluted and warmed by mixing with free tropospheric air 

from aloft (Figure 2.13a). Around 15:00 CDT, a negatively buoyant thermal that 
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overshot its neutral level fell down back into the mixed layer, bringing with it drier 

free tropospheric air.  This was also associated with a wind directional change from 

NNE to NNW at the surface. A combination of this warmer, drier air that entrained 

into the boundary layer as well as the easterly wind shift observed around 16:00 CDT 

diluted the amount of O3 and water vapor observed within the first 200 m above the 

surface (Figure 2.13b).  

a)  

 

b)  
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c)  

 

Figure 2.13 09/25/2013 Tethersonde soundings of O3 concentration, water vapor 
mixing ratio, and potential temperature at Smith Point from (a) 14:31 – 15:42 CDT, 
(b) 16:00 – 17:11 CDT, (c) 17:31- 18:42 CDT from the surface to 500 m 
 

 By 17:30 CDT, the gulf and bay breezes made their way over Smith Point 

(Figure 2.14). At the surface, O3 concentration rose from 80 to 175 ppbv during the 

bay breeze passage (Figure 2.7).  
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Figure 2.14 09/25/2013 Houston/Galveston, TX (KHGX) radar reflectivity in dBZ of 
the bay and gulf breezes at 22:30 UTC (17:30 CDT) passing over Smith Point. 
 

Water vapor mixing ratio increased from 9 to 18 g/kg, temperature decreased from 36 

to 32 degrees C, and wind direction shifted from E to SW during the passage of the 

bay breeze between 17:28 to 18:00 CDT (Figure 2.15). This stagnant, O3-rich air at 

the edge of the gulf breeze and bay breeze front acted as a convergence zone for 

ascent of air. The associated O3 concentrations were 120 ppbv from the surface to 100 

m and up to 150 ppbv at 100 m – 320 m by 17:49, as observed by the tethersonde 

soundings. By 18:25 CDT, O3 concentrations of 120 ppbv were observed within the 

layer between 200 to 360 m while the surface concentration retreated to 90 ppbv 

(Figure 2.13c).  
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Figure 2.15 09/25/2013 surface WeatherPak observations of temperature, water 
vapor mixing ratio, wind speed, and wind direction from MARAF platform at Smith 
Point. 
 

2.5 Discussion and Conclusions  

2.5.1 Discussion 

Microscale and mesoscale meteorological processes are essential to 

understanding and forecasting the dispersion of background and local pollution 

through growing boundary-layer/frontal mixing and bay/gulf breezes. Shown here are 

case studies where high O3 events were directly influenced by boundary-layer 

dynamics and recirculation of air driven by thermally direct circulations.  While the 

theme for coastal pollution recirculation is the same for each case – pollutants are 

transported out to the adjacent body of water where concentrations increase and are 
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transported back over the land when the bay or gulf breeze forms, specific and 

important differences remain between these two cases.   

 The case study in Edgewood, MD (29 July 2011) demonstrates both vertical 

mixing and bay breeze phenomena. Entrainment shortly after sunrise led to an 

increase in surface O3 from around 25 to 75 ppbv within two hours.  Back trajectories 

show that O3 aloft originated over western and central Pennsylvania six hours earlier, 

and from near Baltimore one hour before.  Later that day, the bay breeze reached the 

Edgewood site first as a shallow, short-lived (10 min) burst of O3 above 100 ppbv, 

reformed several hours later as a smaller bay breeze, and then reformed once again as 

a larger-scale incursion lasting roughly two hours. O3 concentration remained above 

85 ppbv for 4 hours after due to the second and third bay breezes.  In all bay breeze 

events, the air showed meteorological characteristics of having been over the 

Chesapeake Bay – lower temperatures and higher humidity. These air parcels also 

showed chemical signatures characteristic of reduced venting – higher concentrations 

of primary pollutants CO and NOx as well as O3, where the latter could be the result 

of faster photochemistry over the cloud-free bay. These bay breezes were frequent, 

but not strong enough to penetrate inland to areas not directly influenced by the coast 

(e.g., the breeze that did not affect the Edgewood site ~3km inland but did affect the 

site located directly on the coast). Edgewood’s coastal location, at a convergence 

zone with specific mesoscale dynamics, is a key factor for unique pollution episodes 

not seen at other MDE monitoring stations.  

The case study at Smith Point, TX demonstrated a broad mid-to-late day event 

with O3 in excess of 80 ppbv for 5 hours when NW winds aloft brought pollution 
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from the Port of Houston area, including petrochemical plants, that mixed to the 

surface at Smith Point.  Around 17:30 CDT, the winds shifted dramatically to the 

south / southwest bringing air from over the gulf and the Galveston Bay to the 

MARAF and NATIVE site, with concentrations of O3 that exceeded 125 ppbv at the 

surface for over an hour.   

 For this case, light to calm winds throughout most of the afternoon allowed 

the pollution to stagnate and build up over Houston, Galveston Bay and the gulf 

where active photochemistry occurred for an extended period of time. Concentrations 

of O3 observed at Smith Point were mostly due to the transport of precursors from the 

chemical plants and the Houston Metro area. A major shift in wind as the bay and 

gulf breeze developed in the early evening resulted in a huge impact on pollution at 

the surface, over a broad horizontal extent.   

 In both cases, the marine boundary layer was shallow, resulting in the buildup 

of O3 concentrations confined to a wedge close to the surface as it passed over land.  

Edgewood experienced an extremely shallow bay breeze < 100 m deep with O3 

surface concentrations between 113 ppbv and 75 ppbv around 100 m. Conditions 

measured at Smith Point were also representative of a shallow marine boundary layer, 

however, this was not part of the bay breeze passage that occurred later in the day. 

Smith Point, on a small peninsula in Galveston Bay, is susceptible to marine-like 

conditions without much forcing from specific bay breezes. The profiles that captured 

the conditions of the marine boundary layer over Smith Point measured a shallow 

layer < 200 m deep with O3 surface concentrations between 132 and 70 ppbv around 

200 m. These observations further demonstrate the buildup of O3 concentration over 
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the bay due to slower deposition rates, higher photolysis rates, and trapping of 

emissions over the bay, as discussed by Goldberg et al. [2013].  

 Differences between Edgewood and Smith Point arise from the locations 

relative to large bodies of water, types of emissions from urban centers, and regional 

buildup of background concentrations over several days vs. a quick burst of local 

emissions. Detailed case studies as described here are important for determining 

meteorological conditions and relevant scales (i.e., synoptic, mesoscale, and 

microscale) of pollution episodes. This knowledge can lead to better air quality 

forecasts. Most regional atmospheric chemistry models, such as the Community 

Multiscale Air Quality model (CMAQ) in regulatory or forecasting operational mode, 

are run at 12-km resolution and have difficulty resolving some of the drivers of the 

largest pollution episodes such as vertical transport and horizontal gradients near 

coastal sites.  Higher resolution (< 4 km) is required to resolve bay/gulf breezes 

(Loughner et al., 2011).  However, CMAQ run at 1 km for both Edgewood and Smith 

Point was unable to capture the high O3 transport due to the multiple bay breeze 

circulations from the Chesapeake Bay at Edgewood and the single, strong bay breeze 

from the Galveston Bay at Smith Point. Despite the inability to produce effects of the 

bay breeze at Smith Point in CMAQ largely due to the low emissions bias upwind of 

this location, the model was able to accurately represent the gulf breeze over the 

immediate Houston area during this day’s event. This could be due to the much larger 

spatial extent along and across the gulf breeze frontal boundary. Thus, accurate 

representation of these phenomena can sometimes be difficult even at fine spatial 
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resolution (1 km) depending on frequency, duration, biases in upwind emissions, and 

horizontal/vertical extent of the bay breeze event. 

2.5.2 Conclusions  

The tethersonde is a powerful tool for studying composition and circulation in 

the lowest few hundred meters of the atmosphere, where air can be quickly mixed 

vertically, pollutants have the greatest impact on human health, and where aircraft 

measurements may be restricted.  

 We present two case studies that exemplify the importance of mesoscale and 

microscale meteorological processes on air quality. Large concentration gradients can 

exist both vertically and horizontally due to small-scale meteorological features that 

are difficult to accurately predict. In the absence of perfect emissions inventories, a 

detailed model characterization of the flow at high resolution may be the only way to 

successfully resolve high pollution events in locations subject to bay/gulf breezes. In 

each case, the driving mechanism for the observed pollution episode is the coupling 

of chemistry and small-scale meteorological features. These coupled processes 

include:  

• Mixing down of polluted air from the residual layer air  

• A shallow marine boundary layer trapping emissions 

• Localized wind shifts 

• Recirculation of pollution from the meso-high set up over the bay/gulf and 

meso-low set up over the adjacent land.  
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The effects on air quality by thermally direct circulations are important to consider 

when analyzing data from monitoring stations susceptible to marine influences. While 

monitoring stations close to the bay or gulf will help characterize the marine effects, 

they may not be representative of the air quality over an adjacent metropolitan area.  

Many of the world’s large cities are located near major bodies of water.  For other 

cities with coastline configurations similar to those near Baltimore/Washington and 

Houston Metro, the results presented here may be helpful in understanding the 

circulation and causes of severe pollution events.  
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Chapter 3: Overall Impacts of Bay Breeze and Thunderstorm 
Circulations on Surface O3 at a Site along the Chesapeake Bay 

from 2011-2016 (Mazzuca et al., 2018 – in review) 

 

3.1 Introduction 

Boundary-layer O3, a secondary pollutant formed by complex chemical 

reactions, has been known to have negative effects on public health and plants by 

increasing the risk of mortality from respiratory ailments (Burnett et al., 1994; Bell et 

al., 2004; Jerrett et al., 2009) and harming vegetation photosynthesis (Chameides et 

al., 1999; Fishman et al., 2010). In addition to precursor emissions, O3 at or near the 

surface is dependent upon meteorological conditions (i.e., cloud cover, incoming 

solar radiation, large-scale circulation, boundary-layer height and associated 

turbulence, temperature, and humidity) (Seaman and Michelson, 2000; Hegarty et al., 

2007, Bloomer et al., 2009). The concentration of O3 at the surface is regulated by the 

United States EPA as a criteria pollutant with a current standard of 70 (75 2008 

standard) ppbv and is calculated as the daily maximum of an 8-hr running mean.  

While areas commonly associated with high O3 concentrations are at or 

downwind of metropolitan centers, coastal cities and regions are also frequently 

susceptible to these high concentrations due to thermally-direct recirculation events 

(e.g., sea, lake, bay breezes), or hereafter for this analysis, referred to as bay breezes. 

The bay breeze is a reasonably small-scale circulation feature that forms from a 

pressure gradient differential due to the temperature contrast between the air over 

land and water, favored in weak synoptic flow (Sillman 1999; Simpson 1994; Miller 
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et al., 2003; Wentworth et al., 2015). The conditions necessary for bay breezes to 

form are the same conditions that favor photochemical production of O3: warm 

surface and air temperatures, light winds, ample solar radiation, and large-scale 

subsidence. When bay breezes occur, they can advect high concentrations of O3, 

originally transported out over the bay with the mean flow, back over land (Sillman et 

al., 1993; Banta et al., 2005; Evtyugina et al., 2006; Darby et al., 2007; Loughner et 

al., 2011; 2014, Mazzuca et al., 2017) with additional buildup of O3 precursor 

accumulation over the bay and less venting over the water (Goldberg et al., 2014). A 

study by Wentworth et al. (2015) found that sites in the Greater Toronto Area 

affected by the lake breeze circulation recorded O3 at least 30 ppbv higher than sites 

outside the circulation.  

In the Houston area, the likelihood of O3 episodes has been shown to depend 

not only on rapid photochemical production and background concentrations, but also 

on decreasing concentrations due to convective venting by both shallow and deep 

convection (Langford et al., 2010). Vertical transport from deep convection can vent 

pollution up and out of the boundary layer, ultimately decreasing surface O3 

concentration (Thompson et al., 1994). In the case of a bay breeze and deep 

convection near bodies of water, horizontal transport from the bay can increase 

concentration of O3 at the surface over the adjacent land in a situation where the 

marine boundary layer exhibits higher O3, while vertical transport can potentially 

offset this increase in O3 if these two events occur simultaneously or in close 

succession. It is therefore unknown what the net effect on O3 concentration at the 
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surface will be given the combination of both a bay breeze and a thunderstorm during 

daylight hours.  

 While both bay breezes and thunderstorms have been shown to have a 

considerable influence on surface O3 concentrations, the local net effect of these two 

mesoscale forcings has not yet been sufficiently quantified. This results in the 

following research questions: 

1. What is the net effect on surface O3 concentration from these mesoscale 

features when they occur both separately and in combination?  

2. How does surface O3 concentration respond to the occurrence of these 

mesoscale circulations as emissions of O3 precursors are reduced?  

In section 3.2, the monitoring site observations, the analysis methodology, the bay 

breeze detection algorithm, and the thunderstorm detection scheme are described.  In 

section 3.3, results of the influence of bay breezes and thunderstorms are discussed. 

Section 3.4 focuses on modeling limitations, future use of the technique, and 

information gained from this analysis.  

3.2 Data and Methodology  

3.2.1 Observations and Characterization of the Analysis Site – 

Edgewood, MD  

The site chosen for the study, Edgewood, MD (39.41N, 76.297W), an MDE 

monitoring station, is known for its high O3 episodes.  This site has observed the 

highest design value, calculated as the 3-year average of the 4th annual highest daily 

maximum 8-hour concentration of O3 (ppbv), out of all of the Maryland O3 monitors 
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from 2005- 2013, and the 2nd and 3rd highest from 2013-2016 (Table 3.1). The 

location was also chosen due to its proximity to the Chesapeake Bay and its 

associated rivers and estuaries, thus providing information about the meteorological 

influence at the land-water interface (Figure 3.1).  

 
Figure 3.1 Location of the Edgewood, MD O3 monitor and meteorological site (white 
circle) and its relative distance from the Chesapeake Bay, rivers, and a major urban 
area (Baltimore, MD).  

 

Meteorological parameters (temperature, pressure, relative humidity, wind speed, 

wind direction) and the concentration of O3 have been monitored for more than 20 

years. This analysis incorporates 1-minute data provided by MDE between the hours 

of 11:00 – 19:00 Eastern Standard Time (EST; UTC-5) for June, July, and August 

from 2011 - 2016. This analysis also uses the annual list of the 8-hour O3 

concentrations exceeding the 2008 health-based National Ambient Air Quality 

Standard (75 ppbv) from MDE 

(20112016).(http://mde.maryland.gov/programs/Air/AirQualityMonitoring/Pages/His

toricalData.aspx)  
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 A climatology (Figure 3.2) constructed for the Edgewood, MD site from 

2011-2016 demonstrates the shift to stronger SSW winds during the warmest part of 

the day (~12 – 18 EST) in June and July from a light S/SE direction in the morning, 

likely by a combination of the synoptic SW winds and the bay breeze that is often 

also in the SW – SSW direction. The wind during the month of August shows more 

of a southerly component throughout the day. Figure 3.2 also shows the wind 

steadiness calculated as the ratio of scalar-averaged to vector-averaged wind speeds, 

where numbers closest to 1 represents steadier winds. The steadiness peak occurs 

during the warmest hours of the day in June, July, and August, likely associated with 

the bay breeze. There may also be a contribution to the wind steadiness peak in 

August from the synoptic setup, e.g., lee-troughing, as the bay-land temperature 

gradient is smaller due to a warm bay by late summer.  

 
Table 3.1 EPA monitor-level design values calculated as the 3-year average of the 
annual 4th highest daily maximum 8-hour O3 concentration (ppbv) at each O3 monitor 
in Maryland (source: https://www.epa.gov/air-trends/air-quality-design-values). The 
colored boxes represent the highest design value (red), the second-highest design 
value (orange), and the third-highest design value (yellow) for each time bin. It 
should be noted that table does not account for the 2016 exceptional events in its 
design values.  
 
 
 
 

 

Design 

Values 

(ppbv) 
         

Local Site Name 

2005-

2007 

2006-

2008 

2007-

2009 

2008-

2010 

2009-

2011 

2010-

2012 

2011-

2013 

2012-

2014 

2013-

2015 

2014-

2016 

Aldino 91 89 82 78 78 82 78 73 70 73 
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Beltsville 

      

80 75 69 68 

Blackwater NWR 

      

75 70 66 66 

Calvert 81 79 74 77 79 83 77 73 68 69 

Davidsonville 90 87 80 79 81 87 81 74 69 

 Edgewood 94 91 87 89 92 93 85 75 71 73 

Essex 87 85 78 78 80 84 78 72 69 72 

Fair Hill 93 90 84 80 81 86 82 77 73 76 

Frederick Airport 83 82 76 75 76 79 74 70 67 67 

Furley 

  

67 67 74 75 72 64 

 

69 

Hagerstown 79 78 74 73 72 75 71 67 65 66 

Horn Point 

       

73 64 64 

HU-Beltsville 85 83 78 78 79 82 76 70 68 69 

Millington 83 83 78 75 74 82 80 74 69 70 

Padonia 77 80 75 77 77 82 78 72 71 72 

PG Equestrian 

Center 91 87 78 77 79 87 81 76 69 71 

Piney Run 76 73 71 71 71 76 71 68 64 65 

Rockville 86 84 78 74 76 77 74 68 68 68 

South Carroll 86 83 78 76 76 79 74 69 67 68 

Southern 

Maryland 85 82 75 75 77 83 78 73 68 70 
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Figure 3.2 10-m wind climatology at Edgewood, MD from 2011-2016. Top: Vectoral 
wind direction with notable SSW-SW wind direction during peak heating times 
(09:00 – 17:00 EST) during June, July, and August. Bottom: Wind steadiness (the 
ratio of scalar-averaged to vector-averaged wind speeds, where numbers closest to 1 
represents steadier winds) with peak values in July – August from ~13:00 – 17:00 
EST, likely associated with bay breezes and other mesoscale circulations. The dashed 
horizontal lines in the top and bottom plots indicate the time of sunrise and sunset.  
 

  A positive correlation between O3 and temperature has been well 

characterized (Jacob et al., 1993; Sillman and Samson, 1995; Bloomer et al., 2009; 

He et al., 2013) and is observed in the analysis shown this paper. Figure 3.3 
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demonstrates the relationship between O3 concentration and temperature at 

Edgewood from 07:00 – 19:00 EST for 2011-2016 and then for 2013-2016 for the 5th, 

25th, 50th, 75th, and 95th percentiles for the distribution of 1-hourly averaged O3 

concentrations. The slope for 2011-2016 is 2.78 ppbv/˚C (Figure 3.3, left panel) 

whereas the slope for 2013-2016 is 1.76 ppbv/˚C (Figure 3.3, right panel). The results 

agree with Bloomer et al., 2009, which analyzed the increase in  O3 per ˚C in two 

separate regimes (prior to 2002 and post 2002). The reported slopes from that paper 

in the Mid-Atlantic were 3.3 ppbv/˚C (pre-2002) and 2.2˚C (post 2002). In analysis 

presented here, the smaller slope for the years neglecting 2011 and 2012 can be 

expected since 2011 and 2012 were both anomalously warm and exhibited highest 

NOx emissions of the 2011-2016 time period, thus yielding higher O3 concentrations 

than the years following. The response of the highest concentrations of ozone to the 

highest temperatures seems to have changed from leveling off to accelerating, but the 

number of observations is small and requires further investigation. 

 

 
Figure 3.3 O3 concentration (ppbv) vs. temperature (˚C) in 3˚C bins from 15 – 37˚C 
with the colored lines representing the 5th, 25th, 50th, 75th, and 95th percentiles of the 
1-hr averaged O3 concentration (gray dots) between 07:00 – 19:00 EST at Edgewood, 
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MD. A higher slope is observed on the left pane (2011-2016) than the right (2013-
2016) demonstrating the higher O3 concentrations and temperatures observed in 2011 
and 2012 compared to the other years of the analysis and the efficacy of abatement 
measures. 
 

The relationship between O3 concentration and temperature for each month 

and for each year during the analysis is further investigated in Figure S9, where 2011, 

2012, and 2016 were highest for both temperature and O3 concentration for June and 

July, but the highest temperature did not necessarily correspond with the highest O3 

concentration for August.  

 
 
S9. Bar graphs of mean hourly O3 concentration (light gray, left y-axis) and 
temperature (dark gray, right y-axis) for each year from 2011-2016 grouped by month 
for June, July, and August at Edgewood, MD. Notable from this graph are the higher 
O3 concentrations and temperatures in June and July than August, especially in the 
years 2011, 2012, and 2016. August does not have the same yearly trend that June 
and July have for both O3 concentration and temperature.   

 

While 2016 was the warmest year for August, O3 concentration was less than the 

previous year. It is important to note that there were significant reductions in the 
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mean NOx concentration in the last 10 years in Maryland that are likely responsible 

for both the lower O3 concentrations observed at Edgewood and the changing 

relationship between O3 and meteorology. The reductions in NOx concentrations are 

shown in Figure S10 at Essex, a MDE monitoring site near Edgewood, from 2010 – 

2016. It noted in this figure that while NOx concentrations have drastically decreased 

due to NOx emissions controls since the 2000-2004 time period, 2011 observed 

relatively high NOx concentrations compared to the concentrations observed between 

2013-2016.   

 
S10. Meany hourly NOx concentrations at Essex, MD for years from 2000 – 2016 
where 2000 – 2004 represents the pre-NOx State Implementation Plan (SIP) to reduce 
NOx concentrations.  
 

3.2.2 The Bay-breeze Identification Algorithm (BIA) 

Bay breezes were identified by a detection algorithm, the Bay-breeze 

Identification Algorithm (BIA), developed for this study. This algorithm applies a 

low-pass filter to 1-minute u and v components of wind data, which are then 

converted into wind direction and wind speed. The purpose of this filter is to exclude 
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noise, which may obscure the signal of the bay breeze. It is applied separately to the 

original data two times, for each.  The spectral cut-off of the filters were adjusted 

such that two signals emerge, one encompassing a slowly varying signal (diurnal + 

synoptic) and the other a faster varying signal (mesoscale + diurnal + synoptic). 

BIA uses the latitude and longitude of the location of interest to determine when 

the slower varying wind signal (diurnal + synoptic) and the faster varying wind signal 

(mesoscale + diurnal + synoptic) were in the direction of the water, by using the land-

mask variable from WPS (the WRF Preprocessing System) output (Skamarock et al., 

2008). By using the WPS land-mask variable, a user can easily obtain the coastal 

configuration at any latitude/longitude at a chosen resolution without having to run 

full WRF, making it computationally inexpensive, user-friendly, and easily 

accessible. The surface tiles have water flags to indicate whether surface water is 

present in the grid box. A search radius from 0 to n (where n is a user specified outer 

radius from the site location) determines whether a water flag exists at the surface tile 

in 1-degree azimuth bins from 0-360 degrees (Figure 3.4).  
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Figure 3.4 WRF WPS land-mask variable at 300 x 300 m resolution grid spacing 
where black is the land, white is the water (Chesapeake Bay and its associated 
estuaries), and the pink circle is the user specified search radius for land and water 
flags centered around Edgewood, MD.  

 

The bay breeze flag is turned on when all of the following occur:  

Flag 1. The direction of the faster varying signal is from the water (excluding the 

areas of extremely shallow inlets that are only a few meters or less in depth) 

Flag 2. The direction of the faster varying signal deviates from the slower varying 

signal by a chosen threshold (in this case, 15˚) 

Flag 3. The slower varying signal is not out of the E to NNW directions for 

potential false-positives (350 - 90˚) 

 

Flag 2 serves to eliminate false-negatives in the case that the larger-scale (slower 

varying winds) are also coming from the water. Flag 3 helps to decrease the number 

of false-positives by excluding cases where the large-scale winds are from the NNW-
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NNE, or, directions typically unconducive for bay breeze development (e.g., low-

pressure circulation).  

3.2.3 Thunderstorm Detection Criteria  

Thunderstorm days were determined by using the Earth Networks Total 

Lightning Network (ENTLN) lightning data (provided by Earth Networks, Inc.) 

(Heckman, 2014) for the analysis time period within a user-specified latitude / 

longitude box, in this case, over Edgewood, MD (Figure S11).  

 
S11. Latitude / longitude box for ENTLN lightning detection. Days are considered 
“thunderstorm days” at Edgewood, MD if lightning exists within the box of interest. 
The technique was successful when compared to one month of hand analysis radar 
reflectivity using a composite radar archive provided by the NWS.  

 

The ENTLN data includes both intra-cloud (IC) and cloud-to-ground (CG) flashes 

within the latitude / longitude domain. Days where lightning was observed were 

further analyzed using the NOAA Weather Prediction Center (WPC) composite radar 

to verify the lightning technique accuracy. The WPC surface analysis was used to 
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determine whether the observed lightning was associated with frontal or pre-frontal 

convection vs. a pop-up air mass thunderstorm, which is a quasi-random event. For 

verification of the lightning detection technique, the thunderstorms identified by the 

lightning detection method were compared to and matched with areas of reflectivity 

from the radar composite for the month of July 2011.   

3.3 Results 

3.3.1 Bay Breeze Detection 

3.3.1.1 BIA Validation  

BIA was validated by identifying days that agreed with bay breezes detected 

in an analysis by Stauffer et al. (2015a) at the same site (Edgewood, MD) for each 

day in the month of July 2011 (Table 3.2). The bay breeze criteria in the Stauffer et 

al. analysis were as follows:  

1. Wind shift from calm/off-shore to on-shore  

2. Increase in dew point of at least 1ºC within 1-hour after onset of wind 

shift 

3. No fronts analyzed by the WPC analysis 

 

The information in Table 3.2 demonstrates that BIA matched the Stauffer et al. 

analysis 87% of the days (27/31 days), while treating the latter as truth. The 4 days 

that differed consisted of 2 days with a potential false-positive and 2 days with a 

potential false-negative analyzed by the BIA. The automation of BIA allows for many 

years to be examined more easily than with a hand-analysis.  
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Table 3.2 Validation of the Bay-breeze Identification Algorithm (BIA) against bay breezes 
identified in Stauffer et al., 2015a. In the two columns labeled Stauffer et al. 2015a and BIA-
data: yellow shading: Stauffer does not match BIA-data, green shading: Stauffer bay breeze 
matches BIA-data. In the column labeled BIA-RTMA: yellow letter: BIA-RTMA matches 
Stauffer analysis, but not BIA-data, red letter: BIA-RTMA does not match either of the 
other two other columns, green letter: BIA-RTMA bay breeze matches the BIA-data bay 
breeze. Plain black letter: techniques match each other on non-bay breeze days.  

 
Bay Breeze (Y/N) Bay Breeze (Y/N) Bay Breeze (Y/N) 

Date Stauffer et al. 2015a BIA-data BIA-RTMA 

  
(using 1-min data) 

(using 1-hrly RTMA 
output) 

7/1/11 N N N 
7/2/11 Y N N 
7/3/11 N N Y 
7/4/11 N N N 
7/5/11 Y Y Y 
7/6/11 N N N 
7/7/11 Y Y Y 
7/8/11 N N N 
7/9/11 N N N 
7/10/11 N N N 
7/11/11 N N N 
7/12/11 N N N 
7/13/11 N N N 
7/14/11 N Y* Y 
7/15/11 N N N 
7/16/11 N Y N 
7/17/11 N N N 
7/18/11 N N N 
7/19/11 Y N Y 
7/20/11 N Y Y 
7/21/11 N N N 
7/22/11 Y Y N 
7/23/11 Y Y N 
7/24/11 N N N 
7/25/11 N N N 
7/26/11 Y Y Y 
7/27/11 N N N 
7/28/11 N N Y 
7/29/11 Y Y Y 
7/30/11 N N N 
7/31/11 Y Y Y 
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3.3.1.2 BIA Detection of a Short-lived Event 

Since bay breezes occur at varying spatial and temporal scales, identifying bay 

breezes that are short-lived, but have a significant impact on surface O3 concentration 

can be difficult. In an analysis for 29 July 2011 at Edgewood, MD detailed in 

Mazzuca et al. (2017), two separate bay breezes were observed by changes in 

thermodynamic variables (temperature and water vapor mixing ratio) at the 

Edgewood MDE site, and three separate bay breezes were observed at a second 

Edgewood monitor closer to the bay, a measurement site set up for the DISCOVER-

AQ project (MARAF location) At the MDE site, the first bay breeze had occurred 

from ~15:15 – 16:25 and the second bay breeze occurred from ~17:00 – 19:00 EST 

(Mazzuca et al., 2017). BIA detected two bay breezes, identical in both time and wind 

direction to the previously analyzed bay breezes (Figure 3.5). This demonstrates that 

BIA has the capability to detect short-lived and shallow bay breezes that can 

significantly increase surface O3 concentration in a short amount of time.  
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Figure 3.5 Meteorological and O3 1-minute observations at the MDE site at 
Edgewood, MD on 29 July 2011. Top panel: dots: raw wind data, thin black line: the 
faster varying wind signal, red line: the slower varying wind signal, thick black line: 
times when BIA detects a bay breeze. 2nd panel (orange): temperature (˚C), 3rd panel 
(blue): water vapor mixing ratio (g/kg), 4th panel (black): O3 concentration (ppbv), 
bottom panel (red): wind speed (m/s).  
 
 

3.3.1.3 BIA using Real-time Mesoscale Analysis (RTMA) Model Output 

With the goal of using BIA for forecasting purposes and/or to understand the 

bay breeze influence at coastal sites with limited to no observations, the NWS Real-

Time Mesoscale Analysis (RTMA) was tested as input to the algorithm. The RTMA 

is a gridded, high resolution (archived 2.5 km and 1-hourly output) 

analysis/assimilation product of  near-surface weather 
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(http://www.nco.ncep.noaa.gov/pmb/products/rtma/). The RTMA was used to 

determine if BIA can detect whether a bay breeze occurred for each day in July 2011 

during the analysis time period, and if it can detect short-lived bay breezes during a 

case study day on 29 July 2011 when the input is at a coarser resolution than 1-minute 

(1-hourly RTMA output).  

 

BIA-RTMA Month of July 2011 Performance  

To determine the performance of the Bay-breeze Identification Algorithm 

with RTMA output (BIA-RTMA), the analysis was run for the month of July 2011 

during the time period of 11:00 – 19:00 EST, modifying the algorithm for hourly 

resolution ingestion, and compared to bay breeze days determined from both the 

Stauffer et al. (2015a) analysis and BIA with 1-minute data (BIA-data; Table 3.2). 

The summary of this comparison is shown in Table 3.3. The totals from this 

comparison are: 

• Total days where BIA-RTMA matches other analysis: 27 

• Total days where BIA-RTMA does not match other analysis: 4 

This comparison demonstrates that BIA-RTMA captures small-scale bay breezes with 

a success rate of 87% compared to the other two analyses (Stauffer et al. and BIA-

data) for one month, providing that the combined success of the Stauffer et al. and the 

BIA-data are valid. The BIA-RTMA can be a useful method for determining bay 

breeze days for research by using the RTMA as reanalysis, as well as for forecasting 

by using the RTMA’s operational output.  
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Table 3.3 Validation of BIA-RTMA by comparison with the Stauffer et al. analysis 
and BIA with 1-minute data (BIA-data) for the month of July, 2011 over the analysis 
time period (11:00-19:00 EST)  
 
BIA-RTMA Comparisons: # of days 
BIA-RTMA bay breeze matches Stauffer et al. analysis only:  3 
BIA-RTMA bay breeze matches BIA-data only 2 
BIA-RTMA bay breeze matches both Stauffer et al. and BIA-data   5 
BIA-RTMA no bay breeze matches both 17 
BIA-RTMA bay breeze does not match 4 
Total days BIA-RTMA matches other analysis:  27 
Total days BIA-RTMA does not match other analysis: 4 
 

BIA-RTMA Case Study – 29 July 2011 

To understand if BIA-RTMA can be used to identify if the event occurred and 

the approximate timing of a short-lived bay breeze, this analysis looked at the case 

study of 29 July 2011 discussed in section 3.3.1.2. BIA-RTMA correctly identified 

the bay breeze and its timing. While the BIA-RTMA bay breeze detection identifies 

the correct time (~15:00 – 19:00 EST), it is unable to capture the existence of two 

separate events in the manner that these events are identified by BIA. This 

demonstrates the limitations that models have in their ability to correctly identify the 

structure of short-lived mesoscale events (Figure 3.6).  
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Figure 3.6 Bay breeze day on 29 July 2011 at Edgewood, MD Left: BIA-data (bay 
breeze identification using 1-minute data) where the black dots are the raw minute 
data, the red line is the diurnal + synoptic signal, and the blue dots are where BIA-
data detect a bay breeze. Right: BIA-RTMA where the black line is the 1-hrly model 
output, the red line is the diurnal + synoptic signal, and the blue dots are where BIA-
RTMA detects a bay breeze.  
 

3.3.2 The Role of Bay Breezes and Thunderstorms on Surface O3 

Concentrations 

Out of 552 days within the analysis time period, 330 days (60%) had neither a 

bay breeze or thunderstorm, 102 days (18%) had a bay breeze only, 71 days (13%) 

had a thunderstorm only, and 49 days (9%) had both a bay breeze and a thunderstorm 

(Figure 3.7). 
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Figure 3.7 Pie chart of the percent of days and number of days that exhibit the four 
different meteorological categories (yellow: neither bay breeze nor thunderstorm, 
blue: bay breeze only, tan: thunderstorm only, gray: both a bay breeze and a 
thunderstorm) during the analysis time period. In red: the average of the daily mean 
O3 concentrations for each meteorological category, and in blue: the average of the 
daily 1-hr avg. max O3 concentrations for each meteorological category in ppbv.  
 

 
3.3.2.1 Bay Breeze vs. Non-Bay Breeze Days  

During the analysis time period, days were identified as “bay breeze” or “non-

bay breeze” from BIA processed data. Overall, O3 concentration was highest on bay 

breeze days (Figure 3.8). The largest difference, 6 ppbv, in mean surface O3 

concentrations between bay breeze days and non-bay breeze days was observed in 

2011.  The change in the average of the daily 1-hour averaged maximum O3 was also 

the largest in 2011 with a difference of 8 ppbv between bay breeze days vs. non-bay 

breeze days. The mean O3 concentration had the smallest difference between bay 
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breeze and non-bay breeze days in both 2015 & 2016 (0.7 ppbv), and the average of 

the daily 1-hour avg. max O3 had the smallest difference between bay breeze and non-

bay breeze days in 2016 (0.9 ppbv difference). This suggests that as the air became 

cleaner due to emission reductions, bay breezes may have had less of an effect on 

surface O3 concentration. A test to understand the significance of mean O3 

concentrations between bay breeze and non-bay breeze days is performed over the 

analysis time period, where the null hypothesis is that the mean O3 concentration is 

the same between bay breeze and no bay breeze days. From a t-test, the null 

hypothesis was rejected (t-value: 1.96; p-value: 0.05), suggesting that the difference 

in mean O3 concentration between bay breeze and no bay breeze days is significant 

and not random. It should be noted however, that there are limitations in the ability to 

perform a significance test with the right-skewed data.  
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Figure 3.8 Bar chart of the average of daily mean O3 concentrations for bay breeze 
days (light blue), days without a bay breeze (brown), and the difference in O3 
concentration between bay breeze and no bay breeze (gray) during the analysis time 
period for each year and all years. Top: average of the daily mean O3 concentration 
(11-19 EST) for each year (June, July, August) for bay breeze days, no bay breeze 
days, and the difference. Bottom: Average of the daily 1-hr average max O3 
concentrations for bay breeze days, no bay breeze days, and the difference.  
 

3.3.2.2 Thunderstorm vs. Non-Thunderstorm Days 

Thunderstorms identified by the detection of lightning during the analysis 

time period (11-19 EST) were used to determine “thunderstorm days” and “no 
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thunderstorm days”. Overall, the daily mean O3 concentration during the analysis 

time period was lower on thunderstorm days than days without a thunderstorm. 

However, the 1-hr avg. max O3 concentration was higher on thunderstorm days than 

days without a thunderstorm (Figure 3.9). A test was performed during the analysis 

time period to understand whether the difference between thunderstorm and non-

thunderstorm days were significant, with a null hypothesis of the same mean O3 

concentrations on thunderstorm days vs. non-thunderstorm days. From a t-test, the 

null hypothesis was unable to be rejected (t-value: -0.70; p-value: 0.48), therefore 

indicating that the difference in mean O3 concentration between thunderstorm and 

non-thunderstorm days is not significant and the relationship may have happened at 

random. There is some uncertainty in the ability to perform a significance test with 

the type of data being evaluated (skewed and uneven sample groups). This analysis 

also does not account for fair weather cumulus clouds, which can also be effective in 

venting the boundary layer, and would be contained in the “no thunderstorm day” 

category. A further investigation should be conducted to fully understand the effects 

of polluted boundary-layer venting by moist convection.   
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Figure 3.9 Bar chart of the average daily mean O3 concentrations for thunderstorm 
days (yellow), days without a thunderstorm (brown), and the difference in O3 
concentration between thunderstorm days and no thunderstorm days (gray) during the 
analysis time period for each year and all years. Top: average of the daily mean O3 
concentration (11-19 EST) for each year (June, July, August) for thunderstorm days, 
no thunderstorm days, and the difference. Bottom: Average of the daily 1-hr average 
max O3 concentrations for thunderstorm days, no thunderstorm days, and the 
difference. The numbers on the gray bars (difference) are colored by red (positive 
difference between TS-noTS) and blue (negative difference between TS-noTS).  
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3.3.2.3 Late morning/Early afternoon and Late afternoon Thunderstorms 

and O3 Concentrations  

Thunderstorms were identified within the analysis time period (11 – 19 EST) 

and then further parsed into late morning/early afternoon (early; 11-14 EST), late 

afternoon (late; 14-19 EST), and both early and late afternoon (both; 11-19 EST) 

storms by the timing of flashes from the lightning data. The mean O3 concentration 

for the time periods (early afternoon, late afternoon, and entire afternoon) were 

calculated for each of the categories (Figure 3.10).   
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Figure 3.10 Bar chart of the average daily mean O3 concentrations for thunderstorm 
days (dark gray, yellow, light gray) and no thunderstorm days (pink), where the 
thunderstorm days are separated by when the thunderstorm had occurred (early: 11-
14 EST; late: 14-19 EST; both: storms either spanned through both time periods or 
there was more than one storm that occurred in both time periods). Overall, the 
difference in O3 concentration on thunderstorm days with either a thunderstorm in 
early afternoon or a thunderstorm in late afternoon is not significantly different from 
days with no thunderstorm.  
 
Overall, the mean O3 on thunderstorm days was lowest on days where there were 

storms both early and late, with no discernable concentration difference between days 

with storms only early, only late, or without a thunderstorm. Since conditions 

favorable for high O3 events are many times also the conditions favorable for pop-up 

single-cellular convection, if a small thunderstorm occurs either early or late in the 

day and moves out of the area, there is the possibility of there being high O3 before 

the storm, as well as the potential for precursors and high O3 to be transported back to 

the site from areas that were not affected by thunderstorms. However, on days with a 

thunderstorm in both the early and late afternoon, the O3 was low compared to the 

other three categories (early storm only, late storm only, or none).  

 

3.3.2.4 Frontal vs. Non-frontal Thunderstorms and O3 

Thunderstorms were further classified into two categories, frontal vs. non-

frontal, for the analysis time period (11:00 – 19:00 EST, June – August, 2011-2016).  

This classification allows us to examine any differences in O3 concentrations between 

these two fundamentally different types of meteorological phenomena. Days where 

the thunderstorm detection algorithm (section 2.3) identified a thunderstorm were 

further investigated by examination of WPC surface analysis maps 

(http://www.wpc.ncep.noaa.gov/html/sfc2.shtml) to determine whether the observed 
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convection during the analysis time period was associated with frontal/pre-frontal 

convection (a synoptic-scale feature) or an air-mass thunderstorm with a smaller-scale 

forcing. While thunderstorm days were mostly made up of frontal convection, the 

average of the daily mean O3 concentration on days with frontal/pre-frontal 

convection was lower than days with non-frontal/pop-up storms (50.7 vs. 53.6 ppbv) 

(Figure 3.11), likely due to larger vertical transport rates, more cloud cover, and a 

larger spatial/temporal extent with the frontal convection. Next, thunderstorm types 

were further broken up into combinations with bay breezes. The highest mean O3 

concentration on a thunderstorm day was observed on days with both a bay breeze 

and a non-frontal storm (BB & non-frontal storm); however, this was the least likely 

combination, with the lowest number of days (Figure 3.11). The remainder of the 

combinations (BB & frontal storm, NoBB & frontal storm, and NoBB & non-frontal 

storm) did not significantly differ from one another in terms of mean O3 

concentration (Figure 3.11).   
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Figure 3.11 Bar chart of O3 concentration on days with frontal thunderstorms in 
comparison to days with non-frontal, or, thunderstorms not associated with forcing by 
a synoptic-scale front (e.g., pop-up thunderstorm by bay breeze convergence) during 
the analysis time period (11:00 – 19:00 EST, June-August, 2011-2016) at Edgewood, 
MD. Light blue: # of days for each meteorological category (BB: bay breeze days, 
NoBB: no bay breeze days); Dark blue: Daily mean O3 concentration (ppbv) for the 
days that exhibit each meteorological category. Days with frontal thunderstorms were 
more than double the number of days with non-frontal thunderstorms during this 
analysis time period. Non-frontal thunderstorms were generally associated with 
higher daily average O3 concentrations.  
 

Next, days are broken up into the following meteorological categories:  

• Bay breeze only 

• T-storm only 

• Both a bay breeze and t-storm 

• Neither a bay breeze or t-storm  

 

3.3.3 The Relationship between Days with Extreme O3 (O3 Exceedances / 

High O3 Events) and Days with a Mesoscale Circulation (Bay Breezes, 

Thunderstorms, or Both) 

To investigate if mesoscale meteorological events such as bay breezes and 

thunderstorms can be used to statistically predict coastal air quality events, 

conditional probabilities are calculated for each of the following meteorological 

categories: thunderstorm only (TS), a bay breeze only (BB), or both (TS&BB). These 

probabilities are calculated for both an O3 exceedance (denoted OE; 2008 EPA-

defined O3 exceedance event of 8-hour max O3 higher than 75 ppbv) and a high O3 

event (H-O3; defined as days when mean O3 between 11-19 EST exceeds the seasonal  

mean (for June, July, and August) O3 + 1 stdev between those hours) given the 
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previously defined meteorological categories. Understanding the probabilities of O3 

exceedance events and high-O3 events are important for defining extremes. It is 

important to also consider how many extreme O3 days also experienced a BB, TS, 

both, or neither to better understand the relationship that exists between atmospheric 

chemistry and dynamics.  

 

3.3.3.1 Percentage of OE and H-O3 Days with a Bay Breeze, 

Thunderstorm, Both, or Neither  

Out of the 552 days analyzed between June, July, and August 2011-2016, 33 

were OE days and 73 were H-O3 days. The percentage of days that also had a BB, TS, 

both, or neither is shown in Figure 3.12. Of the OE days, 39% had a BB, 24% had a 

TS, 15% had a BB & TS, and 52% had neither. Out of the days with H-O3, 32% had a 

BB, 18% had a TS, 10% had a BB and TS, and 60% had neither (Figure 3.12). For 

the days that exhibit extreme O3 by both definitions, mesoscale events (i.e., BB and 

TS) make up 40 – 50% of the days, with BB days making up the largest number of 

days of extreme O3 that also had a mesoscale event.  
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Figure 3.12 Pie charts of the % of days with an O3 exceedance (OE; left) and % of 
days with a H-O3 event (H-O3; right) that had also exhibited at bay breeze (BB; light 
blue), thunderstorm (TS; yellow), both (BB & TS; hatched yellow and blue), and 
neither (neither BB or TS; gray) for June, July, and August 2011-2016 between 11-19 
EST at Edgewood, MD.  
 

3.3.3.2 Conditional Probabilities of an O3 Exceedance Event using the 

EPA Definition and the H-O3 definition given a Mesoscale Event  

For the O3 exceedance definition (OE), the estimated conditional probabilities 

of an OE given either a bay breeze or a bay breeze in combination with a 

thunderstorm (10% for BB & TS, 8% for BB only; Table 3.4: top)are both higher 

than the unconditional probability of an OE (6%). The year 2011 had the highest 

probability of an OE given a BB only, TS only, and both a BB & TS (Table 3.5; left). 

For the high-O3 definition of O3 (H-O3), the estimated conditional probabilities of an 

H-O3 event given either a bay breeze or a bay breeze in combination with a 

thunderstorm (14% for BB & TS, 16% for BB only; Table 3.4: bottom)are also both 

higher than the unconditional probability of an H-O3 (13%).  
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Table 3.4 Conditional probabilities of an OE or H-O3 given the occurrence of a bay 
breeze, thunderstorm, or both for June, July, and August 2011-2016. Top: percentage 
of days with a 2008 EPA-defined O3 exceedance event (OE; 8-hr max O3 higher than 
75 ppbv) given the occurrence of thunderstorm only (TS), a bay breeze only (BB), or 
both (TS&BB); Bottom: Percentage of days with daily mean O3 exceeding the yearly 
mean O3 + 1 stdev (H-O3) given the occurrence of a thunderstorm only (TS), a bay 
breeze only (BB), or both (TS&BB) 
 

2011-2016 P(OE) P(OE|TS) P(OE|BB) P(OE|TS&BB) 

 
6% 4% 8% 10% 

2011-2016 P(H-O3) P(H-O3|TS) P(H-O3|BB) P(H-O3|TS&BB) 

 
13% 8% 16% 14% 

 

 

The years with the highest proportion of an H-O3 event given each meteorological 

category were a mix of different years, unlike the 8-hour max definition (OE) which 

was dominated by 2011 (Table 3.5; right). How one defines high O3 concentration 

affects both the unconditional probability of an O3 event occurring as well as the 

conditional probability of a mesoscale meteorological event influencing the O3 event, 

as shown by the differences in percentages between OE and H-O3 events.  

 

 

 

 

 

 

Table 3.5 Left: Years with the highest proportion of an O3 exceedance (8-hr max > 
75 ppbv) given the occurrence of a bay breeze, thunderstorm or both; Right: the years 
with the highest proportion of daily mean O3 exceeding the yearly mean + 1 stdev 
given these mesoscale events. 
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Years with highest proportion of an OE Years with highest proportion of H-O3 
P(OE) 2011 

17% 
P(H-O3) 2013 

16% 
P(OE|TS) 2011 

9% 
P(H-O3|TS) 2011 & 2016 

9% 
P(OE|BB)  2011 

24% 
P(H-O3|BB)  2015 

25% 
P(OE|TS & BB) 2011 

33% 
P(H-O3|TS & BB) 2011 

33% 
 

Examining the distribution of daily mean O3 concentration (11-19 EST for 

June, July, August 2011-2016) for each meteorological category, much of the 

distribution is made up of days without a bay breeze or thunderstorm, as one would 

expect, since bay breeze and thunderstorm events are episodic in nature. However, 

while the days with mesoscale circulations are not as frequent, they have significant 

implications for the right-tail of the distribution (Figure 3.13). As expected from 

Table 3.4, bay breeze days (Figure 3.13; blue colors) make up an important part of the 

right-tail of the hourly-averaged O3 distribution. However, while it may be interpreted 

from Table 3.4 that days with thunderstorms would not have much of a contribution 

to high O3, it is evident that days with thunderstorms also contribute to the right-tail 

of the distribution and therefore cannot be discounted (Figure 3.13; maroon color). 

Overall, in terms of mean and max concentrations, the highest average of the daily 

mean O3 and the highest max daily 1-hr average O3 occur on days with a bay breeze 

only. The lowest average of the daily mean O3 and the lowest average of the daily 1-

hour max O3 occurs on days with thunderstorms only and days with neither a bay 

breeze or a thunderstorm (as shown previously in Figure 3.7).   
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Figure 3.13 Distribution of daily mean O3 concentration (ppbv) at Edgewood, MD 
from 2011-2016 during the analysis time period (11:00 – 19:00 EST) for all days (top 
row), days without a bay breeze or thunderstorm (2nd row), days with a thunderstorm 
only (3rd row), days with both a bay breeze and a thunderstorm (4th row), and days 
with a bay breeze only (last row). From the 3rd row down (days with a mesoscale 
circulation), the y-axis (frequency) is changes to clarify the relative contribution of 
each mesoscale event on the less-frequent tail-end of the O3 distributions.  
 

3.4 Discussion 

The O3 concentration during the analysis time period from 2011-2016 at 

Edgewood demonstrates a turning point of the site’s long-time notoriety as the 

primary out of attainment monitor in Maryland and having among the highest O3 

concentrations along the eastern seaboard. By understanding the role of mesoscale 

events on O3 at Edgewood during this time period, the information learned from this 

site can be generalized for other coastal sites that are at a different point in their 

progress toward O3 attainment. Similar to the relationship between bay breezes and 

O3 concentrations at Edgewood prior to 2012, bay (sound) breezes in the New York 

and Connecticut (e.g., Long Island Sound breezes) area are currently likely to have 
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much more influence on the modulation of O3, and may be a better predictor of O3 

exceedances as well as high O3 events.  

Something of consideration not analyzed here is O3 production sensitivity 

(NOx or VOC limited scenarios) during the land-water breeze recirculation at coastal 

sites. In Mazzuca et al., 2016, it is shown that in the Houston Metro area, an area 

subject to Gulf and Galveston Bay breezes, the sensitivity of O3 production changes 

by time of day and proximity from the urban center. The relationship between 

mesoscale events and O3 production sensitivity near coastal sites may be overlooked 

in analysis and modeling studies.  

Bay breezes can be a good predictor of high O3 as shown in 2011 and 2012, 

but not as good for the 8-hour max definition of an exceedance. When the definition 

of an EPA O3 exceedance is used (OE) vs. the definition of high O3 (H-O3) in the 

conditional probabilities, the results vary. For example, the percentage of days that 

had an OE vs. H-O3 given a bay breeze for the analysis time period are different by 

8% (OE: 8%; H-O3: 16%). The years with the highest proportions for each O3 event 

definition also changes, such that all of the highest proportions were observed in 2011 

for the OE definition, but for the H-O3 definition, there was a mix of years with the 

highest proportion. This demonstrates the importance of how one defines thresholds 

that indicate extremes - especially as they relate to formulating policy.   

 This chapter discusses the impacts of mesoscale meteorology on surface O3 at 

a coastal monitor over a six-year period. During this time period, the site had 

experienced significant changes in mean O3 concentration (a general decreasing 

trend) and the number of exceedance episodes. To understand the physical 
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mechanism responsible for these meteorological or chemical phenomena in greater 

detail, beyond the scope of this paper, a high-resolution meteorological and chemical 

modeling study would be useful to quantify some of the uncertainties in boundary-

layer mixing, bay breeze development and mixing, thunderstorm vertical mixing, and 

effects from negatively buoyant mid-tropospheric downdraft air on the surface. This 

modeling study would be useful in further investigating the parts of the right-tail of 

the right-skewed daily O3 distribution, where on bay breeze and thunderstorm days, 

there is an observed bimodal O3 distribution. A bay breeze forecast would be a 

valuable part of air quality forecasting in locations that have a higher probability of an 

O3 exceedance given a bay breeze.  

 In the context of regulatory modeling, it is unlikely that these types of events 

can be resolved at 12-km horizontal resolution, or even 4-km resolution, due to the 

horizontal and vertical scale of these features. Even if the RTMA forecast is used 

with BIA (BIA-RTMA) in real-time to detect bay breezes for better air quality 

forecasting, accurate O3 concentrations over the water from the regulatory model 

would be needed to understand the impact of O3 advection from the bay to the land. 

However, it is known that the regulatory models, for example the Community 

Multiscale Air Quality (CMAQ) model, can over-predict O3 concentrations over the 

water as well as the land (Loughner et al., 2014). While BIA-RTMA was able to 

identify bay breeze days, it struggled to capture the correct timing and duration of 

events over the whole month of July, likely due to the RTMA.  
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3.5 Conclusions 

An automated algorithm using a low-pass filter on u & v components of the 

wind, a land-mask, and user-specified flags was developed and proven to be a 

successful technique to identify bay breezes at Edgewood, MD, along the Chesapeake 

Bay. Compared to another bay breeze identification technique (Stauffer et al.) for the 

same site, BIA run with 1-minute observational data (BIA-data) matched 87% of the 

days with bay breezes. When compared to a case study day, BIA-data captured the 

same timing for a previously published hand-analysis bay breeze study at the same 

site indicating that BIA-data can effectively determine even small-scale and short-

lived bay breezes. BIA run with RTMA model output at 1-hourly resolution (BIA-

RTMA) matched the other two analyses (BIA-data and Stauffer et al.) 87% of the 

days for one month, indicating that BIA-RTMA can be used to determine bay breezes 

for research and potentially for air quality forecasting applications.   

Prior to this analysis and part of the motivation for this study was the 

hypothesis that as O3 precursor concentrations are reduced by regulations, O3 

exceedances would be less frequent without the assistance of pollutant recirculation 

by bay breezes. However, contrary to that hypothesis, this analysis suggests that as 

the air becomes cleaner near coastal areas due to air pollutant regulations, there 

reaches a point where even bay breezes cannot push the coastal site over the air 

quality standard since the air is too clean. Therefore, the relationship between bay 

breezes and O3 exceedances diminishes as the air becomes cleaner, thus making bay 

breezes less of an O3 exceedance predictor.  
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During the analysis time period, the highest daily mean O3 for all years (11-19 

EST; 2011-2016) was observed on bay breeze days and the lowest on days with a 

thunderstorm but no bay breeze. Also, it was shown that days where both a 

thunderstorm and a bay breeze occur do not necessarily have low O3 concentrations, 

as 15% of OE days and 10% of H-O3 days were made up of thunderstorm and bay 

breeze combinations. Furthermore, days with a bay breeze/thunderstorm combination 

were associated with the highest average daily 1-hr max out of all of the 

meteorological categories, indicating that thunderstorm days may be associated with 

very high O3 concentrations, either before and/or after the storm, should a bay breeze 

occur.  

For the timing of such thunderstorm activity, it is shown that there is little to 

no difference between O3 concentration between days that experienced a 

thunderstorm in the early afternoon only vs. the late afternoon only. The only notable 

decrease in O3 concentration is observed in situations where there are thunderstorms 

observed in both the early and the late afternoon, which may be caused by very 

efficient cleaning of pollutants by extensive rain and updrafts.  

The estimated conditional mean daily 1-hr avg. max O3 given the occurrence 

of a thunderstorm only was slightly higher than days without a thunderstorm or bay 

breeze, and the average of the daily 1-hr avg. max O3 was overall highest on days 

with a thunderstorm/bay breeze combination. This indicates that thunderstorms may 

not necessarily help to clean out the O3 pollution if high concentrations exist before 

the thunderstorm occurs, or, if high O3 and precursors are transported back to the area 

after the storm occurs. Thunderstorms of varying sizes and strengths have differing 
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abilities to clean out the O3 and entrain cleaner mid-tropospheric air into the boundary 

layer. In some cases, only a temporary O3 decrease is observed, with no termination 

of the pollution episode.  Since conditions that are favorable for thunderstorms are 

also conducive to O3 production and bay breezes, in some cases, thunderstorm days 

may have higher O3 concentrations than days without a thunderstorm.  

With estimates of the conditional probability of an OE and H-O3 given a bay 

breeze over a time period with emissions reductions, BIA can be applied to forecast 

model output to statistically predict the occurrence of coastal air quality events, 

particularly in regions of non-attainment such as New York and Connecticut, as 

precursor concentrations change in future emissions scenarios.  
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Chapter 4: Observations and Modeling of Thermally-direct 
Circulations and Implications for Trace Gases (Maryland and 

Colorado) 
 

4.1 Introduction  

The severity of air pollution is strongly dependent upon meteorology. As a 

weather pattern develops or event occurs, changes in meteorology are reflected, 

sometimes rapidly, in the concentrations of trace gases.  It was shown in Chapter 3 

that some weather events, such as bay breezes and thunderstorms, have a complicated 

relationship with surface O3. For example, when considering 8-hr average O3, some 

thunderstorms can clean and terminate an air pollution event. On other days that 

experience thunderstorms, especially when combined with a bay breeze, O3 

concentrations are slightly higher. Investigated in this section are case studies and a 

WRF simulation to better understand the dynamical mechanisms that lead to the 

varying responses that the concentration of O3 has from bay breezes and 

thunderstorms. The case studies are conducted for two urban locations with very 

different geographic/topographic, but similarly urban locations, Maryland and 

Colorado, to demonstrate the similarities and differences in the resulting O3 during 

and after land-water/topographic breezes and thunderstorms.  
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4.2 Methods  

4.2.1 Observational Network  

The DISCOVER-AQ field campaign was an aircraft and ground based 

observation field mission comprised of four deployments (MD-2011, CA-2013, TX-

2013, and CO-2014) to better characterize air pollution, including the relationship 

between column and near-surface pollution. During this study, NASA’s P-3B aircraft 

spiraled over ground sites several times a day to capture the horizontal, vertical, and 

temporal variability of trace gases and meteorology. Each deployment also had an 

array of ground sites with in-situ and remote sensing meteorological and trace gas 

instruments. A tethered balloon (tethersonde) operated by students from Millersville 

University was deployed at one site during each campaign, instrumented with a suite 

of chemical and meteorological analyzers to capture the variability between the 

lowest P-3B spiral altitude (~300m AGL) and the surface. This chapter focuses on the 

Maryland deployment (summer 2011) and the Colorado deployment (summer 2014).  

4.2.2 The Weather Research and Forecasting (WRF) Model Simulation 
 

Cloud-resolved simulations of the observed storms in Maryland were 

conducted using the Weather Research and Forecasting (WRF) model, version 

WRFV3.7.1 (Skamarock and Klemp, 2008), at 1 km and 333 m horizontal resolutions 

(Figure 4.1) using the 12Z 3 km High-Resolution Rapid Refresh (HRRR) analysis for 

initial conditions and boundary conditions on 22 July 2011. The simulation was run 

from 12Z on 22 July 2011 to 00Z on 23 July 2011 The following physics options 

were selected: the WRF Single-Moment 6-class scheme (WSM6) (Hong and Lim, 
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2006) for microphysics, the Rapid Radiative Transfer Model for General Circulation 

Models (RRTMG) (Iacono et al., 2008) for radiation (SW & LW), Noah (Koren et al., 

1999; Tewari et al., 2004) for the land surface, and Yonsei University (YSU) (Hong 

et al., 2006) for the planetary boundary layer (PBL). Large-eddy simulation mode 

(LES) was also tested in the inner-most domain, but the resulting simulation was 

more representative when the PBL was parametrized in both domains.  

 

 

Figure 4.1 WRF model domain set up: 1km gird spacing for d01 (outer domain; 
black square) and 333m grid spacing for d02 (inner domain; white square).  
 

Table 4.1 Model Parametrization Options for WRF run  

Model Options for WRF V3.7.1  

Radiation LW/SW: RRTMG 

Surface Layer Revised MM5 
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Land Surface Model Noah 

Boundary Layer YSU 

Cumulus None 

Microphysics WSM-6 

Nudging Water vapor based on lightning 
flash observations 

Damping Water vapor 

 

A lightning nudging technique using Earth Networks gridded lightning data 

(ENTLN), for both intra-cloud and cloud to ground lightning, was implemented to 

improve the timing and location of the simulated storms relative to the observed radar 

reflectivity (discussed further in the next section). The simulation has 90 vertical 

levels and output every hour until convection initiation, every 5 minutes during the 

storm, and every 15 minutes after the storm. 

 

4.2.2.1 Lightning Data Assimilation (LDA) 
 

As detailed in Fierro et al. (2012, 2014, 2015) and based on Li et al. (2017), 

flashes were assimilated into the WSM6 microphysics scheme by adding water vapor 

at constant temperature to the mixed-phase region (~ the layer between the -20 and 

0˚C isotherms) where and when a flash occurs in a model grid column (Eq. 4-1) 

 

   (4-1) qv = Aqsat +Bqsat tanh (CX)
⇥
1� tanh

�
Dq↵g

�⇤
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In (4-1), X is the gridded number of flashes from the ENTLN data in a given grid 

column, A and B are coefficients of % RH to define the minimum and asymptotic 

value of the function, C and D define the slope of the function, qsat is the water vapor 

saturation mixing ratio (g/kg), qg is the graupel mixing ratio (g/kg), and qv is the 

water vapor mixing ratio (g/kg). The following LDA coefficients were used in the 

simulation: A = 0.93, B= 0.19, C= 0.01, D= 0.25, and alpha = 2.2. Similar to Fierro et 

al. (2015) and Li et al. (2017), the LDA coefficient A was adjusted to a higher 

relative humidity threshold (0.81 to 0.93), such that the increase of qv is only applied 

in the grid cells that contain lightning that also have a simulated relative humidity £ 

93%. In addition, the most representative simulation contained a change in the 

location of the layer in which the water vapor nudging is applied relative to the 

technique used in the Fierro et al. studies. As discussed in Marchand and Fuelberg 

(2014) and applied in Li et al., (2017), by nudging water vapor in a layer below or 

around 700 hPa instead of applying the nudging to the mixed-phase region, the 

convective updrafts can be initiated from the boundary layer and better represent 

weakly forced deep convection (Fierro et al., 2015). In this simulation, nudging was 

applied to the layer between 261 K and 285 K, which corresponds roughly to the 700 

hPa level. In addition, to avoid spurious convection by any large water vapor mixing 

ratios contained in the initialization, water vapor damping was applied to grid cells in 

the previously defined layer, prior to the onset of deep convection, for relative 

humidity above 75%. By applying the LDA technique and increasing the water vapor 

(qv) within the specified layer, an increase in the local virtual potential temperature 
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perturbation drives the buoyancy accelerations needed for an updraft. Without the use 

of this computationally fast nudging, the storms are not represented in the model.  

4.3 Results 

4.3.1 Observations: 22 July 2011 Bay Breeze and Thunderstorm Case 
Study in Maryland 
 

After local noon (12 EDT; UTC-4) on 22 July 2011 during the 

Baltimore/Washington deployment of the DISCOVER-AQ field campaign, 

convection was initiated near two of the surface sites, Edgewood and Essex, MD, 

from surface convergence and upward vertical motion forced by the Chesapeake Bay 

Breeze (Figure 4.2). The synoptic set-up on this day was a relatively large area of 

high-pressure, with mesoscale lows due to the high temperatures observed on this 

day, and a weak cold front to the northwest that was no longer indicated on the 

surface analysis by evening. During the bay breeze (Figure 4.1), there was a notable 

increase in observed surface specific humidity and surface trace gases as well as a 

wind shift from WSW to SSW at the Edgewood, MD site (Figure 4.2). Shortly after 

the bay breeze, thunderstorms close to the site were responsible for a drop in specific 

humidity (5 g/kg decrease) and trace gas concentrations (40 ppb ozone decrease) as 

the drier, cleaner mid-tropospheric air from the downdraft had reached the site and 

subsequent boundary-layer venting had occurred upwind of the site.  
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Figure 4.2  07/22/2011 Edgewood, MD site. Top: 2-m specific humidity (g/kg). 
Bottom: wind direction with height derived from SODAR wind profiler (colors) and 
labeled surface trace gases: ozone (dark green), NOx (blue), SO2 (pink), and CO 
(olive green). Steep decrease in trace gas concentrations after local noon as a result of 
pop-up thunderstorms.  
 

The storms were short-lived single-cell thunderstorms with a duration of ~1 hr each, 

resulting in ~2 hrs of boundary-layer venting. While the storms were small in their 

horizontal spatial extent, they were very tall, overshooting events (Figure 4.3). 

However, while these storms likely aided in transporting surface pollution out of the 

boundary layer, which led to a temporary decrease in surface concentrations, the 

storms had little to no effect on the maximum 8-hr average O3 concentration at 

Edgewood and Essex, MD. In fact, both Edgewood and Essex, MD violated the 8-hr 

O3 standard, where Edgewood was the site of the state-wide maximum O3 exceedance 



 

 107 
 

with an 8-hr maximum value of 97 ppbv on that day, even in the presence of the 

thunderstorms.  

 

 

Figure 4.3 Radar reflectivity (dBz) at 17:01 UTC (13:01 EDT) of the storms of 
interest. White line: line of the vertical cross-section slice as shown in the lower 
panel. The vertical cross-section shows the altitude of the storms reaching around 50 
kft (15.2 km) during the time of this cross-section, likely near or overshooting the 
tropopause. The storm reached a maximum altitude of ~60 kft (18.3 km) during its 
peak.  
 

In the first combined vertical profile with the P-3B and the tethersonde after the storm 

(around 13:30 EDT), there is an elevated layer of O3 between 100 and 800m AGL 

(Figure 4.4). In the second combined profile after the storm (around 15:50 EDT), 

turbulent processes created a well-mixed layer between the surface and the boundary 
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layer top (~1600m) with high O3 concentrations over 100 ppbv extending down to the 

surface (Figure 4.4).  

 

Figure 4.4 P-3B profiles (orange), tethered balloon profiles (blue), and surface O3 
(pink square) for the second spiral of the day (first spiral after the storm; top) and the 
third spiral of the day (bottom). First panel:  O3 concentration (ppb)with height in 
AGL; Second panel: water vapor mixing ratio (g/kg) with height, and potential 
temperature (K) with height.  
 

Since the storms were relatively small in their horizontal spatial (a few km) and 

temporal extent (~1hr), they only decreased O3 concentrations locally, not regionally, 

as otherwise observed from storms forced by large-scale dynamics. Because the air 
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transported to the site after the thunderstorm came from the Baltimore area as 

indicated in a NOAA Air Resources Laboratory (ARL) HYbrid Single- Particle 

Lagrangian Integrated Trajectory (HYSPLIT) model back trajectory (Figure 4.5), the 

concentration of O3 and its precursors increased substantially after the thunderstorm 

to levels that were higher than previously observed before the thunderstorm (Figure 

4.2).   

 

 

Figure 4.5 HYSPLIT back trajectory initialized by the North American Mesoscale 
(NAM) model at 18Z (14:00 EDT) at Edgewood, MD. Blue line: trajectory at 200m; 
red line: trajectory at 100m. Dots on the trajectories represent the location at the given 
time (10:00 EDT). These trajectories indicate that the air transported to Edgewood, 
MD after the thunderstorms had passed through the Baltimore metropolitan area at 
the end of rush hour and is likely the source of the high O3 and precursor 
concentrations observed at the Edgewood site in the afternoon after a temporary 
reduction in concentrations.  
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Some sites that were not affected by the storms of interest within the DISCOVER-AQ 

domain, for example Aldino and Fairhill, observed a relatively steady increase in O3 

concentration and a notable increase during peak daytime heating between 14-16 

EDT. The sites that were affected by the thunderstorms, Edgewood and Essex, 

experienced notable decreases in O3 concentration during and temporarily after the 

storm, but returned to high O3 concentrations after the passage (Figure 4.6). During 

this day, the thunderstorms had little to no effect on the sites exceeding the 8-hr O3 

standard.  
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Figure 4.6 Left: Surface O3 concentration (ppbv) at Aldino, Edgewood, Essex, and 
Fairhill, MD. Right: Site locations and composite radar reflectivity (dBZ) from 
Sterling, VA (KLWX) demonstrating the relative thunderstorm extent and sites 
directly affected (Edgewood and Essex) for three different stages of the 
thunderstorms. The shaded box on the left indicates the time during the time series of 
O3 concentration that corresponds to the radar reflectivity on the right. Note that the 
eastern cell dies out first.  
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4.3.2 WRF Modeling: 22 July 2011 Combined Bay Breeze and 

Thunderstorm Case Study in Maryland 

To understand the variety of complex mesoscale processes that occurred in the 

DISCOVER-AQ project domain on this day, the WRF model was run at fine 

resolution (333 m horizontal and 90 vertical levels) with the goal of capturing the bay 

breeze and the thunderstorms and to understand mixing and pollutant distribution. 

However, it should be noted that even at fine resolution, it is difficult for numerical 

weather prediction models to properly identify and simulate the timing, location, and 

intensity of quasi-random convection in the absence of large-scale dynamical triggers 

or data assimilation techniques.  

At the two Edgewood monitors used during DISCOVER-AQ, the Millersville 

University (MU) site and the Maryland Department of the Environment (MDE) site, 

which were ~2.7 km apart (Figure 4.7), observations of water vapor mixing ratio were 

compared to each other and to the WRF model output. To correct for the erroneous 

storms and to obtain a simulation of the observed storms in the correct place and time, 

the lightning data assimilation technique (LDA) explained in Section 4.2 was 

performed using ENTLN lightning data and water vapor damping. The water vapor 

concentrations after damping are similar to those concentrations observed at the 

ground sites (Figure 4.8). The simulations shown here are with LDA and damping.  
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Figure 4.7 Locations of the Millersville University site (MU; blue), the Maryland 
Department of the Environment site (MDE; green), and the middle grid point  from 
the WRF simulation between the two sites (WRF; red). Line: cross-section slice used 
in Figure 4.10.  
 

While there is significant over-prediction of water vapor mixing ratio in the 

model output before damping begins at 16:00 UTC (12:00 EDT) due to over-

prediction in the initial conditions by an erroneous water vapor observation appearing 

to be assimilated into the HRRR output, WRF correctly identifies the timing of the 

bay breeze (Figure 4.8). The bay breeze is correctly identified in WRF with respect to 

timing and relative change in water vapor.   
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Figure 4.8 Surface water vapor mixing ratio (g/kg) observations at the MU site (blue) 
and the MDE site (green), and 2m WRF output (red). The observations are hourly 
averaged. The MU and MDE sites were ~2.7 km away from each other with the MU 
site closer to the bay with more influence from the bay breeze and the thermal 
internal boundary layer.  
 

Disregarding the artificial high bias (dark blue) during initialization, the 

general distribution of 2-m water vapor in the model agrees well with the 

observations (colored circles; Figure 4.9) at the MDE (EPA monitoring site) surface 

sites as the bay breeze began to form, showing that there is a realistic representation 

of the bay breeze without too far inland penetration (Figure 4.9).  
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Figure 4.9 2-m WRF water vapor mixing ratio (g/kg) and the observations at MDE 
monitors in the domain (colored circles). MDE observations are the 15 minute 
average from 14:45 – 15:00 UTC.  
 

The water vapor mixing ratio in the combined P-3B spiral and tethered balloon 

profile immediately after the bay breeze passage and before the thunderstorm 

initiation around 12:00 EDT matches the water vapor mixing ratio from WRF, and is 

able to capture the high water vapor concentrations observed throughout the boundary 

layer near the bay breeze front, despite the unrealistically high water vapor from the 

initialization (Figure 4.10). By the next combined profile around 13:40 EDT, the P-

3B observations between ~300-800 m show larger amounts of water vapor than the 

model, however the tethersonde which profiled ~30 minutes later, agrees well with 

the drier water vapor concentrations in the lower boundary layer in the model (Figure 

4.10). This demonstrates the rapid changes that meteorological variables can exhibit 

in a short amount of time, which can be difficult to model accurately.  
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Figure 4.10 Vertical cross-section of WRF water vapor mixing ratio with height 
across the slice denoted in Figure 4.7 at the times that matched the observations best 
within a 30 minute window. The timing for the P-3B spiral was between 15:30-15:49 
UTC (11:30 – 11:49 EDT) and the tethersonde profile was taken between 15:30 – 
16:04 UTC (11:30 – 12:04 EDT) for the first combined profile (top panel) and the P-
3B spiral was between 17:35 – 17:54 UTC (13:35 – 13:54 EDT) and the tethersonde 
profile was taken between 18:20 – 18:40 UTC (14:20 – 14:40 EDT) for the second 
combined profile (bottom panel). Dashed lines are modeled potential temperature (K).  
 

With use of the LDA technique, radar reflectivity from the observed deep 

convection was appropriately simulated in the model (Figure 4.11). In the simulation, 
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the thunderstorms were slightly more intense in reflectivity than observed, however 

the model captured similar timing, location, and dissipation of the isolated storms. 

Additionally, with the use of LDA, the simulation represents the upward vertical 

transport of boundary-layer air associated with the updraft (Figure 4.12). The storms 

were only able to temporarily (during and after the storm) alter the composition of the 

air in the boundary layer. Even storms with rapid vertical transport, overshooting 

tops, and drier and cleaner downdrafts seem to be no match against the horizontal 

transport of moist, polluted air after the storm dissipates. While these storms were 

tall, their horizontal extent was small and did not have wide-spread influence on 

surface meteorological and chemical composition.  However, with a meteorological 

simulation that adequately simulates the mesoscale dynamics observed on this 

complex weather day, a further inspection of the mixing, upward vertical transport, 

and origins of downdrafts should be addressed with the use of chemical tracers in 

WRF.  
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Figure 4.11 Left: Observed composite radar reflectivity from NEXRAD KLWX 
(Sterling, VA) in dBZ and right: modeled composite radar reflectivity from the WRF 
simulation using the LDA technique during the dissipation stage of cell near 
Edgewood and the peak intensity of the cell over Essex.  
 
 

 
Figure 4.12 Vertical cross-section of radar reflectivity (left) in dBZ and water vapor 
mixing ratio (right) in g/kg form the slice denoted by the black line in Figure 4.11 
(right). This is around the time of maximum reflectivity for the western-most cell 
while the eastern-most cell is in its dissipation stage. In the water vapor cross-section, 
there is notable water vapor present in upper-altitudes and above the boundary layer 
demonstrating vertical transport, however, it is also notable that the boundary layer is 
not affected by the drier mid-tropospheric downdraft air.  
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4.3.3 Observations: 29 July 2014 Mountain Breeze and Thunderstorm 
Case Study in Colorado 
 

The final deployment of DISCOVER-AQ took place in the Denver, CO metro 

area in July-August 2014 in association with the Front Range Air Pollution and 

Photochemistry Experiment (FRAPPE). The location chosen for this case study 

Golden-NREL on a small plateau at the foothills of the mountains, which was also the 

site of the tethersonde, P-3B aircraft spirals, and an array of surface instrumentation 

(Figure 4.13).  

 

 

 
 
Figure 4.13 Terrain map of the area referred to as the Front Range of Colorado, as 
well as Golden-NREL, CO, one of the surface and spiral sites during the 
DISCOVER-AQ deployment in July-August 2014 and the site chosen for the case 
study described in this section.  
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This deployment of DISCOVER-AQ experienced complex meteorology as a result of 

pop-up thunderstorms due to daytime heating over the mountains and mesoscale 

circulations associated with the Denver Cyclone (Vu et al., 2016), all interacting with 

the moisture feed from the North American (NA) Monsoon. However, while the NA 

monsoon was responsible for supplying water vapor over a large scale, and thus 

changing the stability over the area affected, the storms that occurred during this 

deployment have individual characteristics and sources of initiation due to local 

topography and interactions with synoptic forcing. During this campaign, 8 out of 24 

flight days were associated with thunderstorms according to an inspection of radar 

reflectivity from KFTG (Denver International Airport) that had affected the Golden, 

CO site. In July, the Front Range was wetter than average, as the 5th wettest July on 

record (Sullivan et al., 2016). In addition, there were only seven O3 exceedances at 

Colorado monitors in July 2014 in comparison to 44 the year before (2013) and 61 

two years prior (2012) (Sullivan et al., 2016). Since there was convection quite 

frequently during the deployment, an investigation of Convective Available Potential 

Energy (CAPE) and its probability distribution at Golden, CO was conducted to 

understand whether deep convection in this year was anomalous. The CAPE values 

were derived from the North American Regional Reanalysis (NARR; Mesinger et al., 

2006). According to the probability distribution of the reanalysis, CAPE values for 

2014 at Golden were slightly larger than those of the average between 2005-2016 at 

18 UTC (local noon) for CAPE > 500 J/kg, particularly in July with two separate 

populations >1000 J/kg (Figure 4.14). This indicates that July had the potential to be 
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more convectively active in 2014 than previous years during local noon, thus likely 

having a role in the relatively low O3 concentrations observed during the campaign.  

 
Figure 4.14 Normalized probability distribution of Convective Available Potential 
Energy (CAPE) in J/kg for July and August, 2014 at Golden-NREL, CO at 18Z (12 
MDT). Blue blocks are for 2014 only, pink blocks with circles are for 2005-2014, and 
the overlap is in purple. The probability distribution of CAPE for values > 500 J/kg is 
higher in July and August for 2014 than for 2005-2014.  
 

Of particular interest, thunderstorms observed during the campaign in the 

Front Range often acted to terminate the pollution episode, where in the case study 

from Maryland, the thunderstorm had little to no effect on surface O3 concentration 

after the storm, or on average on thunderstorm days. At Golden, many of the days 

with a thunderstorm resulted in lower hourly O3 concentrations compared to days 

without thunderstorms, particularly during August 2014 (Figure 4.15). One of the 

days, 29 July 2014, was chosen for a case study, as the pollution episode was 

terminated by thunderstorms in the area. 
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Figure 4.15 Hourly averaged O3 concentration vs. time (UTC; where MDT is UTC-
6) during the DISCOVER-AQ CO deployment (07/17/14 – 08/10/2014). Top: O3 vs. 
time of day for July and Bottom: O3 vs. time for August. Blue lines are days that did 
not exhibit a thunderstorm and thunderstorm and black lines are days that had a 
thunderstorm, based on the  examination of radar reflectivity.  
 

July 29, 2014 featured relatively high pressure over the CO area with some 

clouds, but generally conducive for photochemical smog production. O3 rose from an 

average of 40 ppbv in the morning to an hourly average above 80 ppbv by local noon 

(18 UTC) at Golden. As the surface heated throughout the morning, the winds were 

mostly from the east, as upslope mountain flow (Figure 4.16).   
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Figure 4.16 Top: Hourly averaged O3 concentration on 29 July 2014 in UTC (where 
MDT is UTC-6). Bottom: 1-minute avg. wind direction (0-360˚), color coded by the 
direction from which the winds are blowing (yellow: NE, blue: SE, green: SW, red: 
NW) from bottom to top.  
 
 
However, shortly after 13:00 MDT, similar to the Maryland case study and typical for 

Colorado, an afternoon thunderstorm had popped up over the mountains that moved 

over the site, along with outflow from a larger mesoscale complex to the east, 

potentially forced by the DCVZ (Figure 4.17).  
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Figure 4.17 Radar reflectivity at 1.3˚ tilt from the Denver International Airport 
(KFTG) on JUL 29 2014 at 14:15 MDT (20:15 UTC). The white dot is the location of 
the site (Golden, CO) and the circled storm is the one that directly influenced the site. 
Outflow was also observed at the site from the larger system to the east.  
 

As the storms began to impact the site, the winds shifted from E to NW, and then 

eventually back to easterly later in the afternoon. While there were still several hours 

of sunlight after the storm had passed, with outflow from a nearby storm transporting 

air from Denver to the site, O3 levels never returned to previous levels remained 

below levels experienced prior to the storm. This differs from the Maryland storm 

case, where the O3 concentration had risen to higher levels post-storm than before the 

storm.  

4.4 Discussion  

The WRF simulation for the Maryland storm was run at fine resolution to 

capture the mesoscale events that were short-lived and had a relatively small spatial 

extent.  It should be noted that even running the simulation at fine resolution does not 
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necessarily mean that the model will capture quasi-random events correctly, without 

the use of additional nudging or assimilation techniques. However, in models used for 

regulatory chemical modeling, the resolution (both vertical and horizontal) is much 

coarser than the simulation shown here. Given how difficult it is to simulate the 

correct small-scale but impactful meteorology, regulatory models run at coarse 

resolution are missing some of these important mesoscale features (bay breezes, 

mountain breezes, and thunderstorms). In the absence of accurate meteorological 

simulations, the chemical models miss the modulation of surface O3 by mesoscale 

events at sites near bodies of water or complex terrain. An effort should be made in 

making improvements to the resolution of meteorology in the regulatory chemical 

modeling framework, such that these mesoscale features are captured in the model 

and the resulting changes in O3 are well represented.  

An in-depth comparison of storms in two different areas, Maryland and 

Colorado, that are forced by topographic flow (bay breezes and mountain 

circulations), should be further investigated to determine if the responses in O3 

concentrations at the surface are due to storm dynamics or subsequent photochemistry 

and transport post-storm. In the Maryland analysis, the thunderstorm had little to no 

effect on the exceedance of the O3 standard on the case study day, and it was also 

found in Chapter 3 that the O3 average was higher on days with thunderstorms and 

bay breezes than days without, since the conditions favorable for O3 are also 

favorable for mesoscale breezes and deep convection. It should also be noted that the 

different types of convective systems that arise from Colorado mountain dynamics 

may have very different effects on surface O3. For example, storms forced by day-
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time heating over the mountains vs. larger-scale convective complexes forced by the 

DCVZ may alter O3 in different manners, and therefore can further complicate the 

impacts that thunderstorms have on surface O3 along the Front Range.  

4.5 Summary and Future Work 

A day with two small-scale, but significant, mesoscale events (bay breeze and 

thunderstorms) occurred at one of the DISCOVER-AQ sites along the Chesapeake 

Bay during the 2011 deployment. The events on this day led to a variety of effects on 

surface O3: a significant rise in O3 concentrations during the bay breeze, a drastic 

decrease during the time of the thunderstorms, and another notable rise in O3 

concentrations after the thunderstorms had dissipated. A WRF simulation was 

performed to simulate the complex meteorology on that day. The WRF model was 

able to produce a relatively accurate bay breeze (in timing and location), considering 

its initialization error, and also a thunderstorm that compares well to the observed 

radar reflectivity, after using a LDA method. I will conduct a further investigation of 

vertical mass flux from boundary-layer venting and the sources and strength of the 

downdraft to better understand the vertical transport and interactions that had 

occurred within this storm that failed to terminate a pollution episode. While vertical 

transport in thunderstorms acts as a quick and powerful way of ejecting polluted 

boundary-layer air out of, and entraining cleaner mid-tropospheric air into the 

boundary layer, it has been shown here that in some cases, the large vertical transport 

velocities associated with deep convection are less influential than the subsequent 

horizontal transport of polluted air to the area of interest, during and after a 

thunderstorm. The small horizontal extent of the storms in this analysis did not clean 
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out pollutants upwind of the deep convective cells, therefore only temporarily 

reducing O3 concentrations at sites that were directly affected by storm downdraft and 

outflow.   

  

In a DISCOVER-AQ Colorado deployment case study, it was shown the site 

was subject to upslope mountain flow due to differential day-time heating and 

thunderstorm activity. On this day, O3 concentrations at the site: increased during the 

time of upslope flow and surface heating, decreased from the thunderstorm, and in 

this case, did not recover after the storm. The topographically-induced mesoscale 

dynamics in the Colorado area are very complex, and thus can result in a variety of 

influences on surface O3. A climatology at a Colorado site should be performed, 

similar to the Chapter 3 Edgewood, MD analysis, where a climatology of 

thunderstorms (with separation of thunderstorm types, e.g., pop-up, frontal, DCVZ), 

mountain breezes, and O3 events are analyzed. This analysis would be useful in 

determining sources of predictability of an O3 event or termination by mesoscale 

circulations. A WRF simulation with tracers may also be useful to understand vertical 

transport of the two different types of storm initiation (pop-up vs. DCVZ), downdraft 

origins, and subsequent horizontal transport, and to compare it to the Maryland WRF 

simulation case.  
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Chapter 5: Ozone Production and Its Sensitivity to NOx and 
VOCs: Results from the DISCOVER-AQ Field Experiment, 
Houston 2013 (published as Mazzuca et al., 2016) 

 

5.1 Introduction 

Understanding the non-linear relationship between O3 production and its 

precursors is critical for the development of an effective O3 control strategy. Despite 

great efforts undertaken in the past decades to address the problem of high O3 

concentrations, our understanding of the key precursors that control tropospheric O3 

production remains incomplete and uncertain (Molina and Molina, 2004; Xue et al., 

2013). Atmospheric O3 levels are determined by emissions of O3 precursors, 

atmospheric photochemistry, and transport (Jacob, 1999; Xue et al., 2013). A major 

challenge in regulating O3 pollution lies in comprehending its complex and non-linear 

chemistry with respect to O3 precursors, i.e., nitrogen oxides (NOx) and volatile 

organic compounds (VOCs) that varies with time and location (Figure 5.1). 

Understanding the non-linear relationship between O3 production and its precursors is 

critical for the development of an effective O3 control strategy. 
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Figure 5.1 O3 production empirical kinetic modeling approach (EKMA) diagram 
using  box model results with NOx levels varying from 0-20 ppbv and VOC levels 
from 0-200 ppbv while the mean concentrations of other species and the speciation of 
NOx and VOCs observed during DISCOVER-AQ in Houston in 2013 were used to 
constrain the box model. This diagram clearly shows the sensitivity of O3 production 
to NOx and VOCs in Houston. 

  

Sensitivity of O3 production to NOx and VOCs represents a major uncertainty 

for oxidant photochemistry in urban areas (Sillman et al., 1995; 2003). In urban 

environments, O3 is formed through photochemical processes when its precursors, 

NOx and VOCs, are emitted into the atmosphere from many sources. Depending on 

physical and chemical conditions, the production of O3 can be either NOx-sensitive or 

VOC-sensitive due to the complexity of these photochemical processes. Therefore, 

effective O3 control strategies rely heavily on the accurate understanding of how O3 

responds to reduction of NOx and VOC emissions, usually simulated by 

photochemical air quality models (e.g., Sillman et al., 2003; Lei et al., 2004; Mallet 

and Sportisse, 2005; Li et al, 2007; Chen et al., 2010; Tang et al., 2010; Xue et al., 

2013; Goldberg et al., 2016). However, those model-based studies have inputs or 
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parameters subject to large uncertainties that can affect not only the simulated levels 

of O3, but also the O3 dependence on its precursors.  

 There are some observation-based studies of O3 production and its 

relationships with NOx and VOCs (e.g., Thielmann et al., 2002; Zaveri et al., 2003; 

Ryerson et al., 2003; Griffin et al., 2003; Kleinman et al., 2005a; Neuman et al., 

2009; Mao et al., 2010; Ren et al., 2013). Kleinman et al. (2005a) studied five U.S. 

cities using in-situ aircraft observations and found that O3 production rates vary from 

nearly zero to 155 ppb hr-1 with the differences dependent on the concentration of O3 

precursors NOx and VOCs. This study also found that in Houston, NOx and light 

olefins are co-emitted from petrochemical facilities which led to the highest O3 

production rate of the five cities (Kleinman et al., 2005a). Using the data collected at 

a single surface location during the Study of Houston Atmospheric Radical 

Precursors (SHARP) field mission in the spring of 2009, the temporal variation of O3 

production was observed. It was VOC-sensitive in the early morning and NOx-

sensitive for most of the afternoon (Ren et al., 2013). This sensitivity is similar to the 

behavior observed in two previous summertime studies in Houston: the Texas Air 

Quality Study in 2000 (TexAQS 2000) and the TexAQS II Radical and Aerosol 

Measurement Project in 2006 (TRAMP 2006) (Mao et al., 2010; Chen et al., 2010). 

In a more recent study using measurements in four cities in China, O3 production was 

found to be in the VOC-sensitive regime in both Shanghai and Guangzhou, but in a 

mixed regime in Lanzhou (Xue et al., 2013). In the work presented here, we provide 

results that demonstrate the spatial and temporal variations of O3 production and its 

sensitivity to NOx and VOCs. This information provides a scientific basis for the 
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development of a non-uniform emission reduction strategy for O3 pollution control in 

urban and suburban areas, such as the greater Houston metropolitan area. 

 This work utilized observations made during the DISCOVER-AQ campaign 

in Houston in September 2013. This field campaign is unique due to the 

comprehensive air sampling performed over a large spatial (urban and suburban areas 

in and around Houston) and temporal (entire month of September 2013) range. 

Measurements were collected from various platforms, including the NASA P-3B and 

B-200 aircraft, ground surface sites, and mobile laboratories. Eight surface 

monitoring stations (Smith Point, Galveston, Manvel Croix, Deer Park, Channelview, 

Conroe, West Houston, and Moody Tower) were selected where the P-3B conducted 

vertical spirals (Figure 5.2) (https://www.nasa.gov/mission_pages/discover-

aq/index.html).  
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Figure 5.2 DISCOVER-AQ ground and spiral sites (yellow dots) during the 
September 2013 Houston campaign. 
 

5.2 Methods 

5.2.1 O3 Production and Sensitivity  

During the day, the photochemical production rate of O3 is essentially the 

production rate of NO2 molecules from HO2 + NO and RO2 + NO reactions 

(Finlayson-Pitts and Pitts, 2000). The net instantaneous photochemical O3 production 

rate, P(O3), can be written approximately as the following equation: 
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where, k terms are the reaction rate coefficients; RO2i is the individual organic peroxy 

radicals. The negative terms in Eq. (1) correspond to the reaction of OH and NO2 to 

form nitric acid, the formation of organic nitrates, P(RONO2), the reactions of OH 

and HO2 with O3, the photolysis of O3 followed by the reaction of O(1D) with H2O, 

and O3 reactions with alkenes. O3 is additionally destroyed by dry deposition. 

The dependence of O3 production on NOx and VOCs can be categorized into 

two typical scenarios: NOx sensitive and VOC sensitive. The method to evaluate the 

O3 production sensitivity as shown in Kleinman (2005b) uses the ratio of LN/Q, where 

LN is the radical loss via the reactions with NOx and Q is the total primary radical 

production. Because the radical production rate is approximately equal to the radical 

loss rate, this LN/Q ratio represents the fraction of radical loss due to NOx. It was 

found that when LN/Q is significantly less than 0.5, the atmosphere is in a NOx-

sensitive regime, and when LN/Q is significantly greater than 0.5, the atmosphere is in 

a more VOC-sensitive regime (Kleinman et al., 2001; Kleinman, 2005b). It is noted 

however, that the contribution of organic nitrates impacts the cut-off value for LN/Q 

to determine the O3 production sensitivity to NOx or VOCs, and this value may vary 

slightly around 0.5 in different environments (Kleinman, 2005b). 

 

5.2.2 Box Model Simulations  

An observation-constrained box model (Ren et al., 2013) with the Carbon 

Bond Mechanism Version 2005 (CB05) was used to simulate the oxidation processes 

in Houston during DISCOVER-AQ. P-3B measurements were used as input to 

constrain the box model. From the box model results, the O3 production rate and its 
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sensitivity to NOx and VOCs were calculated, also providing information to calculate 

O3 production efficiency at different locations and at different times of day.  

 CB05 is a well-known chemical mechanism that has been actively used in 

research and regulatory applications (Yarwood et al., 2005). Organic species are 

lumped according to the carbon bond approach, that is, bond type, e.g., carbon single 

bond and double bond. Reactions are aggregated based on the similarity of carbon 

bond structure so that fewer surrogate species are needed in the model. Some organics 

(e.g., organic nitrates and aromatics) are lumped together. It was shown that the 

lifetime of alkyl nitrates is too long in CB05 and has been corrected in CB6r2 (Canty 

et al., 2015), but this should have minimal impact on our findings because the model 

is constrained to observations as indicated below.   

 The box model was run using measurements of long-lived inorganic and 

organic compounds and meteorological parameters (temperature, pressure, humidity, 

and photolysis frequencies), from the NASA P-3B. One-minute archived data were 

used as model input (available at http://www-air.larc.nasa.gov/missions/discover-

aq/discover-aq.html). The model ran for 24 hours for each data point to allow most 

calculated reactive intermediates to reach steady state, but short enough to prevent the 

buildup of secondary products. An additional lifetime of two days was assumed for 

some calculated long-lived species such as organic acids and alcohols to avoid 

unexpected accumulation of these species in the model. At the end of 24 hours, the 

model generated time series of OH, HO2, RO2, and other reactive intermediates. The 

box model simulations covered the entire P-3B flight track during DISCOVER-AQ, 

including the eight surface sites where the P-3B conducted spirals. Note that unlike a 
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three-dimensional chemical transport model, the zero-dimensional box model 

simulations did not include advection or emissions. Although advection and 

emissions are certainly important factors for the air pollution formation, they can be 

omitted in the box model since all of the long-lived radical and O3 precursors were 

measured and used to constrain the box model calculations. The box model analysis is 

necessary for O3 production and its sensitivity to NOx and VOCs because the box 

model was constrained to measured species (e.g., NO, NO2, CO, HCHO, etc.) and 

meteorological parameters (e.g., photolysis frequencies) that are essential to calculate 

O3 production rates.  Even though there is good agreement in general between the box 

model and the 3D model, there are still some differences between the measurements 

and the output from the CMAQ model that are shown below (e.g., NOx, CO, HCHO 

and photolysis frequencies). 

 

5.2.3 WRF-CMAQ Model Simulations  

The WRF model was run from 18 August 2013 to 1 October 2013 with nested 

domains with horizontal resolutions of 36, 12, 4, and 1 km and 45 vertical levels. This 

work utilized results from the 4 km domain. The modeling domains are shown in 

Figure 5.3 WRF was run straight through (i.e., was not re-initialized at all) using an 

iterative technique developed at the EPA and described in Appel et al. (2014). 

Observational and analysis nudging were performed on all domains. Model output 

was saved hourly for the 36 and 12 km domains, every 20 minutes for the 4 km 

domain, and every 5 minutes for the 1 km domain. WRF and CMAQ configuration 

options and inputs are shown in Table 5.1. 
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Figure 5.3 36, 12, and 4 km CMAQ modeling domains (top); 4 and 1 km CMAQ 
modeling domains. The red dots show the NASA P-3B aircraft spiral locations 
(bottom). 
 

Table 5.1 WRF and CMAQ model options that were used in both the original and 
improved modeling scenarios. 
Weather Research and Forecasting (WRF) Version 3.6.1 Model Options 

36	km 

12	km 

4	km 

1	km 
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Radiation Long Wave: Rapid Radiative Transfer Model (RRTM) 

Short Wave: Goddard 

Surface Layer Pleim-Xiu 

Land Surface Model Pleim-Xiu 

Boundary Layer Asymmetric Convective Model (ACM2) 

Cumulus Kain-Fritsch 

Microphysics WRF Single-Moment 6 (WSM-6) 

Nudging Observational and analysis nudging 

Damping Vertical velocity and gravity waves damped at top of 

modeling domain 

SSTs Multi-scale Ultra-high Resolution (MUR) SST analysis (~1 

km resolution) 

Meteorological Initial and 

Boundary Conditions and 

Analysis Nudging Inputs 

NAM 12 km 

Observational Nudging Inputs NCEP ADP Global Surface and Upper Air Observational 

Weather Data 

 

CMAQ Version 5.0.2 Model Options 

Chemical Mechanism Carbon Bond (CB05) 

Aerosol Module Aerosols with aqueous extensions version 5 (AE5) 

Dry deposition M3DRY 

Vertical diffusion Asymmetric Convective Model 2 (ACM2) 
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Emissions 2012 TCEQ anthropogenic emissions Biogenic Emission 

Inventory System (BEIS Version 3.14) calculated within 

CMAQ 

Chemical Initial and Boundary 

Conditions 

Model for OZone and Related chemical Tracers 

(MOZART) Chemical Transport Model (CTM) 

 

WRF meteorological output was used to drive the CMAQ model offline. The 

2012 baseline anthropogenic emissions from the Texas Commission on 

Environmental Quality (TCEQ) were used as input to CMAQ. These emissions 

contain the most-up-to-date Texas anthropogenic emissions inventory and a 

compilation of emissions estimates from Regional Planning Offices throughout the 

US. Biogenic emissions were calculated online within CMAQ with Biogenic 

Emission Inventory System (BEIS). Lightning emissions were also calculated online 

within CMAQ. CMAQ was run with the process analysis tool to output O3 production 

rate (P(O3)), O3 loss rate (L(O3)), and net O3 production rate (net P(O3)) as well as O3 

production efficiency (OPE).  

 

5.3 Results 

5.3.1 Photochemical O3 Production Rate, Sensitivity, and Diurnal 

Variations  

 Figure 5.4 shows the net O3 production rate (net P(O3)) calculated using the 

box model along the P-3B flight track for all flight days during the Houston 
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deployment. There are several P(O3) hotspots over the Houston Ship Channel located 

to the east/southeast of downtown Houston as well as downwind, over Galveston 

Bay. This is expected because of large emissions of NOx and VOCs from the Houston 

Ship Channel, where the highest P(O3) was observed – up  to ~140 ppbv hr-1.. P(O3) 

values up to ~80-90 ppbv hr-1 were observed over Galveston Bay, mainly on 

September 25, 2013, consistent with high levels of O3 observed across the Houston 

area on that day. Similar instantaneous O3 production rates have been observed in two 

previous studies in Houston in 2000 and 2006 (Kleinman et al., 2002a; Mao et al., 

2010). 

 

Figure 5.4 Net O3 production rate (net P(O3)) calculated from the box model results 
along the P-3B flight track during DISCOVER-AQ in Houston in 2013. The size of 
dots is proportional to P(O3).  
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 Figure 5.5 shows the indicator LN/Q of O3 production sensitivity along the P-

3B flight track for all flight days during the Houston deployment.  P(O3) was mainly 

VOC-sensitive over the Houston Ship Channel and its surrounding urban areas due to 

large NOx emissions. Over areas away from the center of the city with relatively low 

NOx emissions, P(O3) was usually NOx-sensitive.  

 

Figure 5.5 O3 production sensitivity indicator, LN/Q, along the P-3B flight track 
during DISCOVER-AQ in Houston in 2013. P(O3) is VOC-sensitive when LN/Q > 
0.5, and NOx-sensitive when LN/Q < 0.5.  

 
 Vertical profiles of P(O3), L(O3), and net O3 production calculated using the 

box model results (Figure 5.6) show that:  

• RO2 + NO makes about the same amount of O3 as HO2 + NO in the model 

• O3 photolysis followed by O(1D)+H2O is a dominant process for the 

photochemical loss of O3 
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• the maximum net P(O3) appeared near the surface, below 1 km altitude  

 

Figure 5.6 Vertical profiles of O3 production rate (left), O3 loss rate (middle), and net 
O3 production rate (right) during DISCOVER-AQ in Houston in 2013. 

 

 In the diurnal variations of P(O3), it was shown that a broad peak existed in 

the morning with significant P(O3) in the afternoon the flight days during 

DISCOVER-AQ in Houston (Figure 5.7). The high P(O3) mainly occurred with LN/Q 

> 0.5 (i.e., in the VOC sensitive regime).  
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Figure 5.7 Diurnal variation of O3 production rate colored with the indicator LN/Q on 
ten flight days during DISCOVER-AQ in Houston in 2013. The solid red circles 
represent the median values in hourly bins of P(O3). Data are limited with the 
pressure altitude less than 1000 m to represent the boundary layer. 
 

 The diurnal variation of LN/Q indicates that P(O3) was mainly VOC sensitive 

in the early morning and then transitioned towards the NOx sensitive regime later in 

the day (Figure 5.8). High P(O3) in the morning was mainly associated with VOC 

sensitivity due to high NOx levels in the morning (points in the red circle in Figure 

5.8). Although P(O3) was mainly NOx sensitive in the afternoon between 12:00 and 

17:00 Central Standard Time, CST (UTC-6 hours), there were also periods and 

locations when P(O3) was VOC sensitive, e.g., the points with LN/Q > 0.5 between 

12:00 and 17:00 (CST) in Figure 5.8.  
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Figure 5.8 Diurnal variations of the indicator LN/Q of O3 production rate sensitivity 
colored with O3 production rate and median hourly bins of LN/Q shown in solid red 
circles (left) and median hourly NO and NO2 concentrations (pptv) (right) below 
1000 m during DISCOVER-AQ in Houston in 2013.  
 

 Diurnal variations of the O3 production rate at eight individual locations 

where the P-3B conducted vertical spirals show that the O3 production is greater than 

10 ppb hr-1 on average at locations with high NOx and VOC emissions, such as Deer 

Park, Moody Tower and Channelview, while at locations away from the urban center 

with lower emissions, such as Galveston, Smith Point, and Conroe, the O3 production 

usually averaged less than 10 ppb hr-1 (Figure 5.9).   
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Figure 5.9 Diurnal variations of O3 production rate at eight individual spiral 
locations. Individual points are 1-min data colored with LN/Q and the linked red 
circles represent the median values in hourly bins of P(O3). Data are limited with the 
pressure altitude less than 1000 m to represent the boundary layer.  
 

 The dependence of P(O3) on the NO mixing ratio ([NO]) shows that when 

[NO] is less than ~1 ppbv, O3 production increases as the [NO] increases, i.e., P(O3) 

is in NOx sensitive regime. When the NO mixing ratio is greater than ~1 ppbv, O3 

production levels off, i.e., P(O3) is in a NOx saturated regime (Figure 5.10).  
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Figure 5.10 O3 production as a function of NO mixing ratio. Individual data points 
are the 1-minute averages and are colored with the production rate of HOx (= OH + 
HO2) during DISCOVER-AQ in Houston in 2013. The linked solid red circles 
represent the median values in [NO] bins. Note a log scale is used for the x-axis. 

 

It was also found that at a given NO mixing ratio, a higher production rate of HOx 

results in a higher O3 production rate. Diurnal variations of the indicator of O3 

production sensitivity to NOx and VOCs, LN/Q, at eight individual locations where 

the P-3B conducted vertical spirals show that (1) at Deer Park, P(O3) was mostly 

VOC sensitive for the entire day; (2) at Moody Tower and Channelview, P(O3) was 

VOC sensitive or in the transition regime; (3) at Smith Point and Conroe, P(O3) was  

mostly NOx sensitive for the entire day; and (4) Galveston, West Houston, and 

Manvel Croix P(O3) was VOC sensitive only in the early morning (Figure 5.11). 
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Figure 5.11. Diurnal variations of the indicator of O3 production sensitivity to NOx 
and VOCs, LN/Q, at the individual spiral locations during DISCOVER-AQ in 
Houston in 2013. Individual points are 1-min data colored by P(O3) and the linked red 
circles represent the median values in hourly bins of P(O3). Data are limited with the 
pressure altitude less than 1000 m to approximately represent the boundary layer.  

 

5.3.2 O3 Production Efficiency  

 O3 production efficiency (OPE) is defined as the number of molecules of 

oxidant Ox (= O3 + NO2) produced photochemically when a molecule of NOx (= NO 

+ NO2) is oxidized. It conveys information about the conditions under which O3 is 

formed and is an important parameter to consider when evaluating impacts from NOx 

emission sources (Kleinman et al., 2002). The OPE can be determined by 

atmospheric observations, represented as the slope of a graph of Ox concentration vs. 

the concentration of NOx oxidation products. The latter quantity is denoted as NOz 
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and is commonly computed as the difference between NOy (sum of all reactive-

nitrogen compounds) and NOx, i.e. NOz = NOy - NOx.  

 Figure 5.12 shows the photochemical oxidant Ox as a function of NOz during 

DISCOVER-AQ in Houston in 2013. The data were collected on September 25 and 

26 (red) on a day with high ambient O3 concentrations and recirculation due to a gulf 

breeze, and on seven other flight days, in blue. Note that the slopes obtained from 

these two data sets are essentially the same and an average OPE of ~8 is derived from 

the observations, meaning that 8 molecules of O3 were produced when one molecule 

of NOx was consumed.  

 

Figure 5.12 Photochemical oxidant, Ox (=O3+NO2) as a function of NOz (=NOy-
NOx) during DISCOVER-AQ in Houston in 2013. Red dots are the data collected on 
September 25 and 26, 2013 when high ambient O3 concentrations were observed. 
Blue circles are the data collected during other flights (seven days of data). Data are 
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limited with the pressure altitude less than 1000 m to represent the concentrations in 
the boundary layer.  

 

Even though higher O3 concentrations were observed on September 25 and 26, the 

OPE on these two days is not different from those determined from other flights, 

indicating the O3 event on these two days was not caused by a higher OPE, but 

mainly, by higher concentrations of O3 precursors (and thus higher O3 production 

rates) and background O3 as indicated by the intercepts in the regression of the two 

data sets in Figure 5.12. The high O3 observed on those days could also be due to 

influence of major primary VOC emissions from petrochemical facilities and 

recirculation by the Gulf Breeze (Mazzuca et al., 2017) as well as slower ventilation 

and lower boundary layer height and northerly transport from inland air pollution 

source regions and stagnation from the high-pressure system.  

 The OPE value of ~8 during DISCOVER-AQ in Houston in 2013 is greater 

than the average OPE value obtained during the Texas Air Quality Study in 2006 

(TexAQS2006; OPE=5.9±1.2) (Neuman et al., 2009) and TexAQS2000 (OPE=5.4) 

(Ryerson et al., 2003). One possible reason for this increased OPE is the continuous 

reduction in NOx emissions in Houston from 2000 to 2013 which pushed NOx levels 

closer to 1 ppbv in 2013 (Figure S12), thus increased OPE, since OPE increases as 

NOx decreases when the NOx level is greater than ~1 ppbv (Figure 5.13).  
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Figure S12. Time series of NO, NOx, ethene and propene concentrations at the Deer 
Park and Clinton sites from 1998 to 2014.  The Deer Park site is located southeast of 
the Ship Channel. The Clinton site is located on the northwestern end of the Ship 
Channel. Each data point represents an average of hourly samples collected between 
July 1 and November 30 for each year. Missing data points indicate that too few valid 
samples (< 70%) were collected during that year. NO and NOx* data collected hourly 
using chemiluminescence sampler with molybdenum catalyst to convert NOx* (not 
true NOx because Mo catalyst converts other N species besides NO2 to NO) to NO. 
VOC data collected over a 40-minute period each hour using automated gas 
chromatography with cryogenic pre-concentration. 

 

 

Figure 5.13 O3 production efficiency (OPE) versus NOx in the box model (blue 
circles) and CMAQ model (pink dots) results. The linked blue circles show the 
median OPE values binned by NOx concentration in the box model, the linked red 
triangles show the median OPE values binned by NOx concentration in the CMAQ 
model. OPE is calculated according to its definition as the net O3 formation rate 
divided by of the formation rate of NOz. 
 

 Houston area OPE values range from about a factor of 1.3 to 2 higher than the 

OPEs calculated from the DISCOVER-AQ 2011 study in Maryland, likely due to 

higher photochemical reactivity in Houston (OH reactivity of 1.2 s-1 for MD and 3.3   

s-1 for TX; Figure S13).  
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Figure S13. Distributions of OH reactivity due to non-methane hydrocarbons in 
DISCOVER-AQ 2011 in Maryland (top) and 2013 in Houston (bottom). 

 

The 2011 Maryland OPEs ranged from 3.4 to 6.1 when all measured data below 1 km 

are used (Ren, X., unpublished data). An OPE of ~8 was calculated (He et al., 2013) 

for the 2011 Maryland DISCOVER-AQ campaign for measured data below the 850 

hPa level during vertical spirals with a strong linear correlation (r2> 0.8) between Ox 

and NOz. Additionally, OPEs of 7.7-9.7 were obtained from a ground site during the 

New England Air Quality Study (NEAQS) 2002 (Griffin et al., 2004).  

 When calculating OPE using observed Ox and NOz, it is important to know 

whether there is substantial loss of nitric acid (HNO3), since it can affect the OPE by 
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reducing the NOz (Trainer et al., 1993; 2000; Neuman et al., 2009), thus biasing the 

OPE high. The derived OPE in Figure 5.12 is only valid when there is minimum loss 

of NOz (especially HNO3) from the source region to the point of observations. 

Neuman et al. (2009) found that ∆CO/∆NOy, i.e., the slope in a CO versus NOy plot, 

is an indicator for distinguishing plumes with efficient O3 formation from plumes 

with similarly high O3 to NOx oxidation products correlation slopes caused by 

variable mixing of aged polluted air that is depleted in HNO3. A typical ∆CO/∆NOy 

ranges from ~40 in background air to ~4-7 in fresh emission plumes in Houston 

(Neuman et al., 2009). The ∆CO/∆NOy was examined at different times of the day on 

September 25 and 26. The results indicate that the ∆CO/∆NOy was about 6.2 (Figure 

5.14a) throughout the day with variation between 6.0 and 7.0 (Figure 5.14). This 

demonstrates that the observed O3 formation was from fresh plumes and was not 

caused by variable mixing of aged polluted air depleted in HNO3.  

 

 

Figure 5.14 CO versus NOy and linear regression on September 25 and 26 at 
different times of the day: (a) 07:00-17:00 (all data), (b) 07:00-09:00, (c) 09:00-
11:00, (d) 11:00-13:00, (e) 13:00-15:00, and (f) 15:00-17:00 (CST).  
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 Using both the box model and CMAQ model results, OPE can also be 

calculated according to its definition, i.e., the net O3 formation rate divided by the 

formation rate of  NOz. Net P(O3) was calculated using Eq. (1), while the NOz 

formation rate is the sum of HNO3 and organic nitrate formation rates. The agreement 

between the box model-derived and the CMAQ-derived OPEs is very good, with the 

mean OPEs of 14.8±7.4 in the box model and 16.6±8.1 in the CMAQ model. The 

dependence of OPE on NOx is also similar for both the box and CMAQ models 

(Figure 5.13). On average, the maximum of OPE appears at a NOx level around 1 

ppbv. In general, if the NOx level is below 1 ppbv, OPE increases as the NOx level 

increases, while if the NOx level is above 1 ppbv, OPE decreases as the NOx level 

increases (Figure 5.13). 

 The OPE values calculated using the CMAQ and box model are greater than 

the values derived from the observations using the slope in the scatter plot of Ox 

versus NOz in Figure 5.12. This is expected because in the calculation of OPE using 

the box and CMAQ model results, a few O3 loss processes, such as O3 dry deposition 

and horizontal/vertical dispersion, were not considered. This could result in higher 

calculated O3 production rates using the model results.  

 Spatial variations of OPE demonstrate that except for a few hotspots over 

Downtown Houston and the Houston Ship Channel, most large OPEs appear away 

from the urban center, e.g., the northwest and southeast of the area, while in areas 

with high NOx emissions close to the urban center, lower OPEs were generally 

observed (Figure 5.15). This is again consistent with the results in Figure 5.13 that the 

maximum of OPE appears at a NOx level around 1 ppbv. 
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Figure 5.15 O3 production efficiency (OPE) along the P-3B flight track during 
DISCOVER-AQ in Houston in 2013. OPE was calculated using the box model results 
as the ratio of net O3 formation rate to the formation rate of NOz. 
 

5.4 Discussion and Conclusions  

On average, O3 production P(O3), was about 20-30 ppbv hr-1 in the morning 

and 5-10 ppbv hr-1 in the afternoon during DISCOVER-AQ in Houston in 2013. The 

diurnal variation of P(O3) shows a broad peak in the morning with significant P(O3) 

in the afternoon obtained on ten flight days in September 2013. High P(O3) mainly 

occurred with LN/Q greater than 0.5, i.e., in the VOC sensitive regime. Since P(O3) 

depends on NOx levels and radical production rate, it increases as [NO] increases up 

to ~1 ppbv and then levels off with further increases of [NO]. At a given [NO], a 

higher production rate of HOx results in a higher O3 production rates. This finding has 

implications for the NOx control strategies in order to achieve the O3 control goal.  
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 The DISCOVER-AQ campaign in Houston is unique because of its large 

spatial coverage and thus spatial variations of O3 production and its sensitivity to NOx 

and VOCs. Diurnal variations of P(O3) at eight individual locations where the P-3B 

conducted vertical spirals show that the P(O3) is on average more than 10 ppbv hr-1 at 

locations with high NOx and VOC emissions, such as Deer Park, Moody Tower, and 

Channelview, while at locations away from the urban center with lower emissions of 

O3 precursors such as Galveston, Smith Point, and Conroe, the O3 production rate is 

usually less than 10 ppbv hr-1 on average. Hotspots of P(O3) were observed over 

Downtown Houston and the Houston Ship Channel due to significant emissions in 

these areas. 

 O3 production tended more towards VOC sensitive in the morning with high 

P(O3) and in general, NOx sensitive in the afternoon with some exceptions. It was 

found that during some afternoon time periods and locations, P(O3) was VOC 

sensitive. The diurnal variation of LN/Q indicates that P(O3) was mainly VOC 

sensitive in the early morning and then transitioned towards the NOx sensitive regime 

later in the day. High P(O3) in the morning was mainly associated with VOC 

sensitivity due to high NOx levels in the morning. Specifically, Deer Park was mostly 

VOC sensitive for the entire day, Moody Tower and Channelview were VOC 

sensitive or in the transition regime, and Smith Point and Conroe were mostly NOx 

sensitive for the entire day. 

 Based on the measurements on the P-3B, O3 production efficiency (OPE) was 

about 8 during DISCOVER-AQ 2013 in Houston. This OPE value is greater than the 

average OPE value (5.9±1.2) obtained during the Texas Air Quality Study in 2006 
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(TexAQS2006), likely due to the reduction in NOx emissions in Houston between 

2006 and 2013 that pushed NOx levels closer to 1 ppbv in 2013 from higher NOx 

levels in previous years. The results from this work strengthen our understanding of 

O3 production; they indicate that controlling NOx emissions will provide air quality 

benefits over the greater Houston metropolitan area in the long run, but in selected 

areas controlling VOC emissions will also be beneficial. 
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Chapter 6:  Concluding Remarks and Future Work 

 

6.1 – Concluding Remarks  

The following overarching findings are provided to the scientific community by the 

completion of this thesis: 

1) A characterization of mesoscale circulations, formed from temperature 

differences between the land and the water, and an understanding of the 

implications of these breezes on O3 and PM concentration at coastal sites; 

  

2) An improved understanding of the relationship between naturally 

occurring weather events and human-induced air pollution in areas of 

complex terrain and coastal configurations; 

 

3) An investigation of different meteorological conditions and events as 

potential indicators of an O3 episode or of O3 episode termination; 

 

4) A new analysis of O3 photochemical production sensitivity to its 

precursors, NOx and VOCs, in Houston, TX, an area impacted by differing 

emissions types and meteorological conditions, which may exacerbate or 

inhibit O3 production.  
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While successful implementation of NOx reductions and SIPs has markedly 

decreased O3 in the U.S. (e.g., Sullivan et al., 2018), the risk of O3-related ailments 

and mortality has not been eliminated. It is important to continue monitoring and 

researching causes, sources, and conditions favorable for high O3 and PM pursuant to 

future policy refinements and cost-effective policy creation. To strengthen policies, 

in-depth research must be conducted to avoid uniform, blanket-approach and to adjust 

policies to effectively capture specific regions and meteorological situations. This 

dissertation addresses the diverse meteorological conditions and emissions that affect 

O3 on a variety of time and spatial scales. Since observations and models are moving 

towards higher resolution, policies too should move towards higher resolution (local 

and city-level spatial scales and controlling emissions at the most effective times of 

day).  

In this dissertation, I utilize the unprecedented data set from DISCOVER-AQ 

to examine meteorology-air pollution interactions occurring along the land-water 

interface, as well as in other areas of varying topography in the U.S. Prior to this 

analysis, the depth, frequency, and duration of bay breezes along the Chesapeake Bay 

were not sufficiently quantified or understood. From this work, we now have a richer 

image and understand that bay breezes can also be relatively small features that 

penetrate only a few kilometers inland, at times only affecting coastal sites and not 

locations farther inland. For example, a bay breeze affected the site prepared for the 

DISCOVER-AQ project at Edgewood, MD (Eagle Point, Aberdeen Proving 

Grounds), but did not affect the MDE site at Edgewood, less than 3 km farther inland. 

In addition to gaining information about how far inland some breezes penetrate, this 
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analysis also includes vertical profiles of bay breezes from a tethered balloon and P-

3B aircraft, in which both the O3 and meteorology profiles were characterized. This 

analysis showed that bay breezes can be much shallower than previously thought, 

with some having heights <100 m. Breezes that form as a result of the bay/land 

interface may be short-lived, but frequent meteorological features. It was found that 

there can be several short-lived events due to the breeze effectively acting to weaken 

the pressure gradient, which subsequently turns off the flow from the bay. The 

previous understanding centered on bay breezes as one large-scale, long-lived (+3 

hour) event. In this new understanding, hours after a short-lived, spatially small event, 

a new breeze can form after sufficient additional daytime heating, creating a new 

thermal low over the land and leading to a new pressure gradient, thus initiating a 

cycle. While some of these breezes are short-lived (< 1hr) and spatially small (< 

100m in depth and < 3km inland penetration), they can have significant impacts on 

surface O3 (one case led to a 36 ppbv increase at the surface in ~30 minutes).  

I conducted an in-depth investigation into a prime O3 pollution event, where 

high concentrations of directly-emitted VOCs from petrochemical facilities and NOx 

combined to produce high O3 concentrations recirculated by gulf and bay breezes in 

the Houston, TX area.  The recirculation during the Gulf of Mexico and Galveston 

Bay breezes led to sustained surface O3 concentrations > 140 ppbv near Houston, TX, 

at Smith Point, for ~2 hours. This demonstrates the capacity for recirculation events 

to exacerbate air pollution and the potential for an air quality forecasting bust if these 

recirculation events are not well-forecasted or captured in weather and chemical 

models.  
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The land-water breeze case study in MD led to a climatology analysis and the 

development of an automated bay breeze identification algorithm (Chapter 3).  The 

bay breeze detection algorithm provided necessary information for examining the O3 

concentration associated with different mesoscale meteorological events during a six-

year period (2011-2016) at Edgewood, MD. A novel approach for the bay breeze 

identification algorithm was developed; it uses wind data to automate the 

determination of bay breezes rather than a strict criterion of thermodynamic variable 

responses used by previous hand analyses. The climatology reaffirmed previous 

research suggesting that bay/sea breezes can lead to high O3 concentrations at coastal 

sites, but also demonstrated that the relationship between bay breezes and high O3 

diminishes as O3 concentrations decrease due to NOx emission controls. In addition, 

an analysis of the relationship between thunderstorms and O3 suggests that days with 

thunderstorms often still have high O3 concentrations, either before or after the 

thunderstorm, and longer-lived thunderstorms are more likely to terminate O3 

pollution episodes.   

In an analysis of a case study from the July 2011 DISCOVER-AQ deployment 

in MD, a bay breeze-thunderstorm combination resulted in a high O3 exceedance, 

regardless of temporary venting and mixing.  Additionally, a case was analyzed 

during the July 2014 deployment of DISCOVER-AQ in CO, where upslope flow 

from Denver led to high O3 and induced a thunderstorm, which resulted in the 

termination of an O3 pollution event without O3 recovering post-storm. Overall, days 

with thunderstorms were cleaner on average than days without thunderstorms during 

the CO deployment, whereas thunderstorms in MD had less of an effect on the O3 
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pollution level, largely due to its small horizontal spatial extent and its short duration 

(~1 hr). It is important to understand how events, such as thunderstorms, may alter air 

pollution in different geographic regions to improve modeling and policy efforts.  It 

was also shown that the WRF model can simulate the timing and location of a bay 

breeze and small-scale thunderstorms, with the use of LDA. At fine resolutions, this 

modeling technique can be a useful application for future chemical modeling.  

I provided an analysis demonstrating that the sensitivity of O3 production to 

its precursors, NOx and VOCs, varies as a function of time and distance from the 

urban center in the Houston, TX metro area. For example, most of the sites analyzed 

were VOC-sensitive in the morning with high O3 production rates, but transitioned to 

mostly NOx-sensitive by afternoon. Other locations, however, were either VOC or 

NOx sensitive for the entire day on average. One site near the urban center, Deer Park, 

was VOC-sensitive throughout the entire day, whereas sites downwind of or away 

from the urban center, Smith Point and Conroe, were NOx sensitive throughout the 

day on average. This work shows that controlling NOx will have a significant impact 

on reducing O3 in the long run, but certain VOC-sensitive areas with large 

anthropogenic VOC sources can also benefit by having stricter controls on VOCs, 

especially if these emissions reductions are implemented during the most impactful 

time of day.    

 

6.2 – Future Work 

An analysis of the sensitivity of O3 and PM production in coastal areas 

susceptible to a recirculation event can be useful. Land-water breezes advect air from 
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another air mass (higher water vapor, cooler, and shallower boundary layer) to the 

land. Therefore, differences in the O3 production regime can occur, potentially 

changing the regulatory priorities during these events.  

With BIA successfully identifying bay breezes at a site along the Chesapeake 

Bay, future studies may find this versatile algorithm useful in determining days with 

breezes due to the land-water interface in other areas (e.g., lake breezes at coastal 

locations along Illinois, Wisconsin, and Michigan and sound breezes in Connecticut 

and New York). By applying the algorithm to data, the relationship between land-

water breezes and O3 events and sources of predictability can be quantified. For 

example, by calculating the conditional probability of an O3 exceedance given a 

sound breeze on the coast of Connecticut, this information can be used to determine 

how often a sound breeze day is also an O3 standard violation day. In addition to 

quantifying the percent chance of an O3 exceedance given a sound breeze, the 

algorithm can potentially be used with a forecast model to predict whether or not a 

sound breeze will occur. A statistical representation for whether a sound breeze will 

occur and the relationship of a sound breeze with O3 can be useful in air quality 

forecasting for particular coastal areas.  

Investigating the vertical mass flux in thunderstorms of varying types can 

assist in understanding whether a thunderstorm will terminate a pollution episode. 

Additionally, an understanding of the role that thunderstorms play in O3 pollution in 

other areas other than Maryland, such as the Front Range in Colorado, would be 

useful. Fundamentally different dynamics in areas of complex topography may allow 

thunderstorms to play a different role in terminating O3 pollution than those observed 
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in the MD area. This analysis will include separating storm types (e.g., pop-up 

mountain convection vs. DCVZ or frontal convection) similar to the MD analysis in 

Chapter 3.   

 Additional future work should include an analysis of how thermally-direct 

land-water breezes can affect levels of PM near coastal sites. Since humidity can lead 

to higher AOD and SSA, which in turn can result in faster photochemistry, a full 

understanding of these coastal interactions by use of the statistical model developed 

in Chapter 3 can be useful. Additionally, high resolution meteorological modeling 

that captures these mesoscale circulations and chemical modeling with multiphase 

chemistry would be of value to better understand recirculation of PM and its feedback 

mechanisms with O3.   
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